
INTERNATIONAL JOURNAL & MAGAZINE OF ENGINEERING, TECHNOLOGY, MANAGEMENT AND RESEARCH

A Monthly Peer Reviewed Open Access International e-Journal <http://www.yuvaengineers.com/Journal/> Page 6

April 2014

Volume No: 1(2014), Issue No: 4 (April) ISSN No: 2348-4845

Evolution of 
Internet Protocol Version 

M.Praveen Kumar, B.Tech, M.Tech(CSE), Lecturer,School of Electrical and Computer Engineering, 

Institute of Technology, Hawassa University, Ethiopia.

Email Id: praveen.hawassa@gmail.com

This paper discusses the evolution of Internet Protocol version 4 (IPv4) to Internet Protocol version 6 

(IPv6). It includes an overview of the limitations of IPv4, IPv6 features, the driving forces behind the tran-

sition and key differences between the two protocols.

Keywords: IPv4, Protocol, Router, Security, IPv6.

INTRODUCTION 

IPv4 is the core content of Internet network protocol. How-

ever, drawbacks such as addressinsuffi  cient, low route selec-

tive effi  ciency, lack of QoS, security and so on still cause a 

series ofproblems. As the next generation of network proto-

col, IPv6 with 128-bit address format hasenormous address 

space, which can overcome the shortage of IPv4 addresses. 

Unfortunately,IPv6 is not forwarded compatibly with the 

IPv4 protocol, since IPv4 host can’t communicatewith IPv6 

host directly. Thus, the smooth transition from IPv4 to IPv6 

becomes a key factor forthe success of IPv6 in the current 

IPv4-leading network environment.

THE LIMITATIONS OF IPv4

The current version of Internet Protocol or IP (known as Ver-

sion 4 or IPv4) has not been substantially changed in the past 

25 years, a lifespan over which IPv4 has proven to be robust, 

easily implemented and interoperable, and for the most part 

scalable enough to accommodate the ever-expanding In-

ternet. However, continued exponential growth of Internet-

enabled devices and the evolving sensitivity for secure data 

transfer over the Internet are outstripping the practical capa-

bilities of IPv4 and revealing its limitations.

1. Insuffi  cient IP address space

With only 32-bit capacity, IPv4 addresses have become rela-

tively scarce, forcing some organizations to use Network Ad-

dress Translation (NAT) to map multiple private addresses to 

a single public IP address. While NAT promotes conservation 

of the public address space, it does not support standards-

based network layer security or the correct mapping of all 

higher layer protocols and can create problems when con-

necting two organizations that use the same private address 

space.  The continued expansion of Internet-connected de-

vices and appliances continues to put greater and greater 

stress on the public IPv4 address space.

2.  Address prefi x allocation 

Because of the way that IPv4 address prefi xes have been and 

are currently allocated, Internet backbone routers are rou-

tinely required to maintain unreasonably large routing tables 

of over 85,000 specifi ed routes. The current IPv4 Internet 

routing infrastructure is a combination of both fl at and hier-

archical routing.

3. Complexity of confi guration

Most current IPv4 implementations must be either manually 

confi gured or use a stateful address confi guration protocol 

such as Dynamic Host Confi guration Protocol (DHCP). With 

more computers and devices using IP, there is a need for a 

simpler and more automatic confi guration of addresses and 

other confi guration settings that do not rely on the adminis-

tration of a DHCP infrastructure.

4. Data security

Private communication over a public medium like the Inter-

net requires encryption services that protect the data being 

sent from being viewed or modifi ed in transit. Although an 

add-on standard now exists for providing security for IPv4 

packets (known as Internet Protocol
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Security or IPsec), this standard is optional and proprietary 

alternatives are commonly used.

5. Quality of Service (QoS)

While standards for QoS exist for IPv4, no identifi cation of 

packet fl ow for QoS handling by routers is present withinthe 

IPv4 header. Instead, real-time traffi  c support relies on the 

IPv4 Type of Service (ToS) fi eld and the identifi cation ofthe 

payload, typically using a UDP or TCP port. However, the 

IPv4 ToS fi eld has limited functionality and payloadidentifi ca-

tion using a TCP and UDP port is not possible when the IPv4 

packet payload is encrypted.

A new suite of protocols and standards known as IP version 

6 (IPv6) has been developed to address these limitations. 

Previously called IP-The Next Generation (IPng), IPv6 was in-

tentionally designed to minimize impact on upper and lower 

layer protocols by standardizing packet header formation 

and making it easy to handle new data types without causing 

a negative impact on network performance.

IPv6 FEATURES

The IPv6 protocol includes the following features:

1. New standardized header format

2. Larger address space

3. Multicast and anycast

4. Stateless address confi guration

5. Built-in security

6. Better support for QoS

7. Extensibility

The following sections discuss each of these new features in 

detail.

1. New Header Format

IPv6 introduces a more streamlined header format that re-

duces overhead processing on intermediate routers and 

speedsthroughput. IPv4 headers and IPv6 headers are not in-

teroperable and IPv6 is not backward compatible with IPv4. 

A host orrouter must use an implementation of both IPv4 and 

IPv6 (e.g., dual stack) in order to recognize and process both 

headerformats. The new IPv6 header is only twice as large as 

the IPv4 header, even though IPv6 addresses are four times 

as largeas IPv4 addresses.

2. Larger Address Space

IPv6 has 128-bit (16-byte) source and destination IP address-

es, allowing, for example, each cell phone or mobile elec-

tronicdevice to be assigned a unique IP address. IPv4 supports 

4.3x109 (4.3 billion) addresses, which is incapable of furnish-

ing oneaddress to every living person. Remember, millions of 

people have multiple IP-enabled devices. With 128-bits, IPv6 

can express over 3.4x1038 possible combinations or 5x1028 

addresses for each of the roughly 6.5 billion people alive today.

Even though only a small number of the possible addresses 

are currently allocated for use by hosts, there are plenty ofad-

dresses available for future use. With such a large number of 

available addresses, address-conservation techniques, such 

asthe deployment of NATs, are no longer necessary.

Notation

In order to represent larger addresses more compactly, IPv6 

addresses are written in a hexadecimal notation system as 

opposedto the “dotted quad” system used in IPv4. As a re-

sult, IP addresses appear vastly diff erent in IPv6.

Example:

IPv4 70.57.159.129

IPv6 2002.6688.9E8D.0000.0000.0000.0000.0001

Figure1. IPv4 and IPv6 header format.

3. Multicast and Anycast

Multimedia applications can take advantage of multicast: 

the transmission of a single datagram to multiple receivers. 

Multicast(both on the local link and across routers) is a re-
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quirement of IPv6, in contrast to IPv4, where multicast is op-

tional and rarelydeployed across routers.

In addition, IPv6 defi nes a new broadcasting method termed 

“anycast.” Like multicast, anycast has groups of nodes that 

sendand receive data packets; however, when a packet is 

sent to an anycast group, it is only delivered to one of the 

group members,thereby limiting the data fl ooding that char-

acterizes IPv4 networks. IPv6 eliminates Broadcast packets –

allowing greater use ofswitches instead of routers, fl attening 

networks and improving performance at the physical level.

4. Stateless Address Confi guration

To simplify host confi guration, IPv6 supports both stateful 

address confi guration (with DHCP) and stateless address-

confi guration (auto-confi guration without DHCP). With 

stateless address confi guration, IPv6 hosts can confi gure 

themselvesautomatically. In this scenario, when fi rst con-

nected to a routed IPv6 network, a host sends a link-local 

multicast requestfor its confi guration parameters. An IPv6 

router on the network will hear this request and respond ap-

propriately with anadvertisement packet containing the ad-

dress. If stateless confi guration is not suitable, a host can still 

use stateful confi gurationor be confi gured manually, just as 

with IPv4 networks.

5. Built-in Security

Support for IPsec is an IPv6 requirement. This requirement 

provides a standards-based solution for network security 

needs andpromotes interoperability between diff erent IPv6 

implementations.

6. Better Support for QoS

New fi elds in the IPv6 header defi ne how traffi  c is handled 

and identifi ed. Traffi  c identifi cation using a Flow Label fi eld 

in theIPv6 header allows routers to identify and provide 

special handling for packets belonging to a fl ow, a series 

of packets betweena source and destination. Because the 

traffi  c is identifi ed in the IPv6 header, support for QoS can 

be achieved even when thepacket payload is encrypted 

through IPsec.

7. Extensibility

IPv6 can easily be extended for new features by adding ex-

tension headers after the IPv6 header. Unlike options in the 

IPv4header, which can only support 40 bytes of options, the 

size of IPv6 extension headers is only constrained by the size 

of theIPv6 packet.

KEY DIFFERENCES BETWEEN IPv4 & IPv6

TRANSITION MECHANISMS

Unless IPv6 completely supplants IPv4, which is not likely to 

happen in the foreseeable future, a number of transitionmech-

anisms will be employed to enable IPv4-IPv6 interoperability.

DUAL STACK

Since IPv6 is a conservative extension of IPv4, it is relatively 

easy to write a network stack that supports both IPv4 and IP-

v6while sharing most of the code. Such an implementation 

is called a dual stack. Most current implementations of IPv6 

providea dual stack. Some early experimental implementa-

tions used independent IPv4 and IPv6 stacks.

 

 Figure 2. IPv6/IPv4 Dual Stack Approach
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TUNNELING

In order to reach the IPv6 Internet, an isolated IPv6 host or 

network must be able to use the existing IPv4 infrastructure 

tocarry IPv6 packets. This is done using a technique known 

as tunneling, which consists of encapsulating IPv6 packets 

withinIPv4, in eff ect using IPv4 as a link layer for IPv6.

AUTOMATIC TUNNELING

Automatic tunneling refers to a technique where the tunnel 

endpoints are automatically determined by the routingin-

frastructure. Tunnel endpoints are determined by using a 

well-known IPv4 anycast address on the remote side, and 

embeddingIPv4 address information within IPv6 addresses 

on the local side.

CONFIGURED TUNNELING

Configured tunneling is a technique where the tunnel 

endpoints are configured explicitly, either by a human 

operator or byan automatic service known as a Tunnel 

Broker. Configured tunneling is usually more determin-

istic and easier to debug thanautomatic tunneling, and 

is therefore recommended for large, complex networks.

PROXYING AND TRANSLATION

When an IPv6-only host needs to access an IPv4-only service 

(for example a web server), some form of translation is neces-

sary. The most widely supported form of translation is the use of 

a dual-stack application-layer proxy, for example a web proxy.
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Techniques for application-agnostic translation at the lower 

layers have also been proposed, but they have been found to 

be too unreliable in practice due to the wide range of func-

tionality required by common application-layer protocols, 

and are commonly considered to be obsolete.

CONCLUSION 

While IPv4 has proven to have tremendous durability in an 

increasingly networked world, it exhibits some basic limi-

tations that make the features of IPv6 ever more relevant. 

The most noteworthy of those features is the increased 

IP address space made possible in the IPv6 addressing 

scheme. As the installed base of Internet-enabled devices 

continues to expand worldwide and the high-growth, popu-

lation-dense regions where IPv4 addresses are in short sup-

ply continue to expand, the need for the fl exibility off ered 

by IPv6 will become even more important.


