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Abstract : 

Data Mining is a popular knowledge discovery tech-
nique. In data mining decision trees are of the simple 
and powerful decision making models.    One of the 
limitations in decision trees is towards the data source 
which they tackle. If data sources which are given as 
input to decision tree are of imbalance nature then 
the efficiency of decision tree drops drastically, we 
propose a decision tree  structure which uses discrete 
haar wavelet transformation technique along with a fil-
ter. In this paper, we propose a novel method WT Tree 
based on above strategy. Extensive experiments, us-
ing C4.5 decision tree as base classifier, show that the 
performance measures of our method is comparable 
to state-of-the-art methods. 

Keywords: 
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1   Introduction:

In Machine Learning community, and in data mining 
works, classification has its own importance. Classifi-
cation is an important part and the research applica-
tion field in the data mining [1]. A decision tree gets its 
name because it is shaped like a tree and can be used to 
make decisions. ―Technically, a tree is a set of nodes 
and branches and each branch descends from a node 
to another node. The nodes represent the attributes 
considered in the decision process and the branches 
represent the different attribute values. To reach a de-
cision using the tree for a given case, we take the attri-
bute values of the case and traverse the tree from the 
root node down to the leaf node that contains the de-
cision.” [2]. A critical issue in artificial intelligence (AI) 
research is to overcome  the  so-called  ―knowledge-
acquisition bottleneck”  in  the  construction 
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of  knowledge-based  systems.  Decision tree can be 
used to solve this problem. Decision trees can acquire 
knowledge from concrete examples rather than from 
experts [3].  In  addition,  for  knowledge-based  sys-
tems, decision trees have the advantage of being com-
prehensible by human  experts  and  of  being  directly  
convertible  into production rules [4]. A decision tree 
not only provides the solution for a given case, but also 
provides the reasons behind its decision. So the real 
benefit of decision tree technology is that it avoids the 
need for human expert.  Because of the above advan-
tages, there are many successes in applying decision 
tree learning to solve real-world problems. 

2   RECENT ADVANCES IN DECISION TREES :

In Data mining, the problem of decision trees has also 
become an active area of research. In the literature 
survey of decision trees we may have many proposals 
on algorithmic, data-level and hybrid approaches. The 
recent advances in decision tree learning have been 
summarized as follows: A parallel decision tree learn-
ing algorithm expressed in MapReduce programming 
model that runs on Apache Hadoop platform is pro-
posed by [5]. A new adaptive network intrusion detec-
tion learning algorithm using naive Bayesian classifier 
is proposed by [6]. A new hybrid classification model 
which is established based on a combination of cluster-
ing, feature selection, decision trees, and genetic algo-
rithm techniques is proposed by [7]. A novel roughest 
based multivariate decision trees (RSMDT) method 
in which, the positive region degree of condition at-
tributes with respect to decision attributes in rough 
set theory is used for selecting attributes in multivari-
ate tests is proposed by [8]. A novel splitting criteria 
which chooses the split with maximum similarity and 
the decision tree is called mstree is proposed by [9]. An 
improved ID3 algorithm and a novel class attribute se-
lection method based on Maclaurin-Priority Value First 
method is proposed by [10].

An Improved Tree Using Discrete Haar 
Wavelet Transform
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A modified decision tree algorithm for mobile user 
classification, which introduced genetic algorithm to 
optimize the results of the decision tree algorithm, is 
proposed by [11]. A new parallelized decision tree algo-
rithm on a CUDA comparison of the above algorithms 
and many others can be gathered from the references 
list.

3.THE PROPOSED METHOD :

In this section, the proposed approach is presented. In 
the framework of WT Tree a base algorithm is used in 
the implementation and the efficiency of the WT Tree 
will also depend on the fine tuning of the parameters 
and the base algorithms etc. As to find the efficiency 
of WT Tree for different parameters, we have designed 
different variations of WT Tree by varying the type of 
base algorithm and fine tuning parameters in imple-
mentation.  

The WT Tree follows a feature conversion and instance 
misclassification detection approach for continuous 
improvement. The above said strategy is implemented 
in the WT system. In the initial stage the decision tree 
learning process will initiate with the identification of 
influential features or attributes from the data source.

The selected or identified prominent features from the 
data source are grouped together and again used for 
conversion by using wavelet transform. In this case, 
we have used discrete wavelet transform. In the dis-
crete wavelet transform, one of the best applicable ap-
proaches for the real world data is Haar wavelet trans-
form. 

The so called process of features conversion is done. Af-
ter the conversion of the influential features, the learn-
ing process is initiated for identification of misclassified 
instances by using a base algorithm. The converted “n” 
features are used to build the model for that particular 
data source and the efficiency of the model is evalu-
ated. In the next, phase the improved data source is 
applied to the base algorithm (C4.5) and the learning 
process is continued for the evaluation of efficiency of 
the model. 

The algorithm for WT Tree approach is given below,

The algorithm : Wavelet Transform Decision Tree can 
be explained as follows.

The inputs to the algorithm are training sample set ‘‘Tr’’ 
and label of training sample set ‘‘La.’’ The output of the 
algorithm will be the average measures such as accura-
cy and tree size produced by the WT Tree method. The 
algorithm begins with the initial stage of identifying im-
portant features M, where M is the number of features 
extracted by applying correlation based feature subset 
filter on the data set. The ‘‘M’’ value will change from 
one data set to other, and depending upon the unique 
properties of the data set, the number of features can 
be more or less. In the next stage, features are con-
verted and consecutively trained and decremented on 
the base algorithm.

4.RESULTS :

We experimented with 10 standard datasets from the 
UCI repository (Breast_w, Diabetes, Hepatitis, Sonar, 
Ionosphere, Vote, Colic, labor, Breast and Sick); these 
datasets are standard benchmark imbalanced datasets 
used in the context of supervised learning.
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The goal is to examine whether the WT Tree achieve 
better predictive performance than a number of exist-
ing standard learning algorithms. We compared the 
above methods with the C4.5, REP, CART and NB Tree 
state-of-the-art metric learning algorithms. In all the 
experiments we estimate accuracy using 10-fold cross-
validation and control for the statistical significance of 
observed differences using t-test (sig. level of 0.05).In

These results are remarkable since WT Tree, which are 
based on a simple idea, performs equally well as the 
more elaborate standard learning algorithm that has 
been reported to consistently outperform other metric 
learning techniques over a number of non-trivial learn-
ing problems. Finally, we mention that the surprisingly 
poor performance of WT Tree on iris, waveform and 
glass datasets in tables 3, might be explained by the 
fact that its learning function is not convex and hence 
it is sensitive to the tree size.Table 2 and 3 presents 
the summary of experimental results conducted using 
non-parametric statistical tests with Wilcoxon test for 
all the datasets. 

Table 2-3, we present the results of the comparison 
between C4.5, REP, CART, NB Tree and WT Tree. From 
these results we can make several observations. The 
developed WT Tree based on C4.5, CART and REP gen-
erally given competitive results for C4.5, REP and tra-
ditional benchmarks; the advantage of our methods 
is most visible in the breast_w, diabetes, vehicle, ion-
osphere and sonar datasets. Finally, the method that 
most often win is WT Tree. 

The last row in tables2 and 3 describes number of wins 
or tie of WT Tree results of accuracy and tree size for 
every dataset. The values M/N/O specify the number of 
wins, number of ties and number of losses with com-
pared WT Tree algorithm. Tables 2 and 3 presents the 
comparative results of proposed algorithm WT Tree 
against C4.5, REP, CART and NB Tree. The value in the 
table; example: “(9/0/1)” specifies that the proposed al-
gorithm has registered 9 wins, 0 ties and 1 loss against 
compared algorithm on that dataset for that specified 
measure. One can observe from the tables 2 and 3 that 
our proposed algorithm has registered good number 
of wins against the compared algorithms
 

Table 2 Summary of tenfold cross validation performance for Accuracy on all the datasets

Table 3 Summary of tenfold cross validation performance for Tree Size on all the datasets
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on all the datasets. In overall, from all the tables we can 
conclude that our proposed WT Tree has given good 
results when compared to benchmark algorithms. 
The unique properties of datasets such as size of the 
dataset and the number of attributes will also effect 
on the results of our WT Tree. The above given results 
are enough to project the validity of our approach and 
more deep analysis should be done for further analy-
sis

5.CONCLUSION:

In this paper, we proposed a new decision tree algo-
rithm dubbed as WT Tree for classification problem. 
The WT Tree assumes using a discrete haar wavelet 
transform for attribute transformation with eliminat-
ing mostly misclassified instances can improve all the 
classification measures such as accuracy and tree size. 

 The experiments conducted with WT Tree specify that 
improved classification measures can be  achieved. We 
have conducted experiments on 10 datasets from UCI 
which suggest that WT Tree can quickly remove redun-
dant, irrelevant and weak instances and attributes as 
long as the properties of the dataset are normal. Excel-
lent improvement in classification measures on some 
natural domain datasets shows the compatibility of WT 
Tree approach on real-time applications. Finally, we can 
conclude that WT Tree can be a good contribution as a 
decision tree induction method for efficient learning of 
the datasets.
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