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Abstract: 

Cloud computing is computing in which large groups 
of remote servers are networked to allow centralized 
data storage and online access to computer services 
or resources. Clouds can be classified as public, private 
or hybrid.Cloud computing relies on restricting sharing 
of resources to achieve coherence and economies of 
scale, similar to a utility (like the electricity grid) over 
a network. At the foundation of cloud computing is 
the broader concept of converged infrastructure and 
shared services.Cloud computing facilitates Industrial 
and large business users to increase proportionallyand 
decrease accordingly theirdata center resource usage 
depending on requirements. Most of theflauntedben-
efits in the cloud model originate from resource multi-
plexing through virtualization technology. 

In this research paper, we studied and simulated a sys-
tem that utilizes virtualization technology to distribute 
data center resources automatically depending on ap-
plication requirements and maintain green computing 
by optimizing the number of servers in deployment. We 
analyzed the concept of “skewness” to determine the 
unevenness in the multi-dimensional resource utiliza-
tion of a server. By minimizing skewness, we can merge 
different types of workloads nicely and develop the 
overall utilization of server resources. We developed a 
set of heuristics that avoid overload in the system effi-
cientlyat the same time as saving powerutilized. Trace 
driven simulation and experiment results demonstrate 
that our algorithm achieves good performance.
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Introduction: 

Cloud computing, or in simpler shorthand just “the 
cloud”, also focuses on maximizing the effectiveness 
of the shared resources. Cloud resources are usually 
not only shared by multiple users but are also dynami-
cally reallocated per demand. 

This can work for allocating resources to users. For ex-
ample, a cloud computer facility that serves European 
users during European business hours with a specific 
application (e.g., email) may reallocate the same re-
sources to serve North American users during North 
America’s business hours with a different application 
(e.g., a web server). 

This approach should maximize the use of computing 
power thus reducing environmental damage as well 
since less power, air conditioning, rackspace, etc. are 
required for a variety of functions. With cloud comput-
ing, multiple users can access a single server to retrieve 
and update their data without purchasing licenses for 
different applications.The National Institute of Stan-
dards and Technology’s definition of cloud computing 
identifies “five essential characteristics”:

On-demand self-service: 

A consumer can unilaterally provision computing ca-
pabilities, such as server time and network storage, as 
needed automatically without requiring human inter-
action with each service provider.

Allocation of Datacenter Resources Based on Demands 
Using Virtualization Technology in Cloud
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Broad network access: 

Capabilities are available over the network and ac-
cessed through standard mechanisms that promote 
use by heterogeneous thin or thick client platforms 
(e.g., mobile phones, tablets, laptops, and worksta-
tions).

Resource pooling: 

The provider’s computing resources are pooled to 
serve multiple consumers using a multi-tenant model, 
with different physical and virtual resources dynami-
cally assigned and reassigned according to consumer 
demand. 

Rapid elasticity: 

Capabilities can be elastically provisioned and released, 
in some cases automatically, to scale rapidly outward 
and inward commensurate with demand. To the con-
sumer, the capabilities available for provisioning often 
appear unlimited and can be appropriated in any quan-
tity at any time.

Measured service: 

Cloud systems automatically control and optimize re-
source use by leveraging a metering capability at some 
level of abstraction appropriate to the type of service 
(e.g., storage, processing, bandwidth, and active user 
accounts). Resource usage can be monitored, con-
trolled, and reported, providing transparency for both 
the provider and consumer of the utilized service.

Service models: Cloud computing providers offer their 
services according to several fundamental models:

Infrastructure as a service (IaaS):

In the most basic cloud-service model & according to 
the IETF (Internet Engineering Task Force), providers of 
IaaS offer computers – physical or (more often) virtual 
machines – and other resources. (A hypervisor, such 
as Xen, Oracle VirtualBox, KVM, VMware ESX/ESXi, or 
Hyper-V runs the virtual machines as guests. Pools of 
hypervisors within the cloud operational support-sys-
tem can support large numbers of virtual machines and 
the ability to scale services up and down according to 
customers’ varying requirements.) IaaS clouds often 
offer additional resources such as a virtual-machine 
disk image library, raw block storage, and file or object 
storage, firewalls, load balancers, IP addresses, virtual 
local area networks (VLANs), and software bundles. 
IaaS-cloud providers supply these resources on-de-
mand from their large pools installed in data centers. 
For wide-area connectivity, customers can use either 
the Internet or carrier clouds (dedicated virtual private 
networks).

Platform as a service (PaaS):

In the PaaS models, cloud providers deliver a comput-
ing platform, typically including operating system, pro-
gramming language execution environment, database, 
and web server. Application developers can develop 
and run their software solutions on a cloud platform 
without the cost and complexity of buying and manag-
ing the underlying hardware and software layers.
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With some PaaS offers like Microsoft Azure and Google 
App Engine, the underlying computer and storage re-
sources scale automatically to match application de-
mand so that the cloud user does not have to allocate 
resources manually. The latter has also been proposed 
by an architecture aiming to facilitate real-time in cloud 
environments. Platform as a service (PaaS) provides a 
computing platform and a key chimney. It joins with 
software as a service (SaaS) and infrastructure as a ser-
vice (IaaS), model of cloud computing.

Software as a service (SaaS):

In the business model using software as a service 
(SaaS), users are provided access to application soft-
ware and databases. Cloud providers manage the infra-
structure and platforms that run the applications. SaaS 
is sometimes referred to as “on-demand software” and 
is usually priced on a pay-per-use basis. SaaS providers 
generally price applications using a subscription fee.

In the SaaS model, cloud providers install and oper-
ate application software in the cloud and cloud users 
access the software from cloud clients. Cloud users 
do not manage the cloud infrastructure and platform 
where the application runs. This eliminates the need to 
install and run the application on the cloud user’s own 
computers, which simplifies maintenance and support. 
Cloud applications are different from other applications 
in their scalability—which can be achieved by cloning 
tasks onto multiple virtual machines at run-time to 
meet changing work demand. Load balancers distrib-
ute the work over the set of virtual machines. This pro-
cess is transparent to the cloud user, who sees only a 
single access point. To accommodate a large number 
of cloud users, cloud applications can be multitenant, 
that is, any machine serves more than one cloud user 
organization.

Existing System:

Virtual machine monitors (VMMs) like Xen provide a 
mechanism for mapping virtual machines (VMs) to 
physical resources. This mapping is largely hidden from 
the cloud users. Users with the Amazon EC2 service 
[4], for example, do not know where their VM instanc-
es run. It is up to the cloud provider to make sure the 
underlying physical machines (PMs) have sufficient re-
sources to meet their needs.

VM live migration technology makes it possible to 
change the mapping between VMs and PMs while ap-
plications are running.

Disadvantages of Existing System:

• A policy issue remains as how to decide the mapping 
adaptively so that the resource demands of VMs are 
met while the number of PMs used is minimized.

• This is challenging when the resource needs of VMs 
are heterogeneous due to the diverse set of applica-
tions they run and vary with time as the workloads 
grow and shrink. The two main disadvantages are over-
load avoidance and green computing.

Proposed System:

In this paper, we present the design and implementa-
tion of an automated resource management system 
that achieves a good balance between the two goal: 

• Overload avoidance: the capacity of a PM should be 
sufficient to satisfy the resource needs of all VMs run-
ning on it. Otherwise, the PM is overloaded and can 
lead to degraded performance of its VMs. 

• Green computing: the number of PMs used should 
be minimized as long as they can still satisfy the needs 
of all VMs. Idle PMs can be turned off to save energy.

Advantage of Proposed System:

• We develop a resource allocation system that can 
avoid overload in the system effectively while minimiz-
ing the number of servers used.

• We introduce the concept of “skewness” to measure 
the uneven utilization of a server. By minimizing skew-
ness, we can improve the overall utilization of servers 
in the face of multi-dimensional resource constraints.
	
Module Description:

After careful analysis the system has been identified to 
have the following modules:
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1. Cloud Computing Module.

2. Resource Management Module.

3. Virtualization Module.      

4. Green Computing Module. 

1.Cloud Computing  Module:

Cloud computing refers to applications and services of-
fered over the Internet. These services are offered from 
data centers all over the world, which collectively are 
referred to as the “cloud.” Cloud computing is a move-
ment away from applications needing to be installed 
on an individual’s computer towards the applications 
being hosted online. Cloud resources are usually not 
only shared by multiple users but as well as dynamically 
re-allocated as per demand. This can work for allocat-
ing resources to users in different time zones.

2. Resource Management Module:

Dynamic resource management has become an active 
area of research in the Cloud Computing paradigm. 
Cost of resources varies significantly depending on 
configuration for using them. Hence efficient manage-
ment of resources is of prime interest to both Cloud 
Providers and Cloud Users. The success of any cloud 
management software critically de-pends on the flex-
ibility; scale and efficiency with which it can utilize the 
underlying hardware resources while pro-viding neces-
sary performance isolation. Successful resource man-
agement solution for cloud environments, needs to 
provide a rich set of resource controls for better isola-
tion, while doing initial placement and load balancing 
for efficient utilization of underlying resources.

3. Virtualization Module:

Virtualization, in computing, is the creation of a virtual 
(rather than actual) Version of something, such as a 
hardware platform, operating system, and a storage 
device or network resources.VM live migration is a 
widely used technique for dynamic resource allocation 
in a virtualized environment. The process of running 
two or more logical computer system so on one set of 
physical hardware. Dynamic placement of virtual serv-
ers to minimize SLA violations.

4. GreenComputing Module:

Many efforts have been made to curtail energy con-
sumption. Hardware based approaches include novel 
thermal design for lower cooling power, or adopting 
power-proportional and low-power hardware.  Dynam-
ic Voltage and Frequency Scaling (DVFS) to adjust CPU 
power according to its load in data centers. Our work 
belongs to the category of pure-software low-cost So-
lutions. It requires that the desktop is virtualized with 
shared storage. Green computing ensures end user 
satisfaction, regulatory compliance, telecommuting, 
virtualization of server resources.

System Architecture:

Conclusion:

Cloud computing can solve complex set of tasks in 
shorter time by proper resource utilization. To make 
the cloudto work efficiently, best resource allocation 
strategies have to be employed. Utilization of resourc-
es is one of the mostimportant tasks in cloud comput-
ing environment where the user’s jobs are scheduled 
to different machines. In this paper a new VM load bal-
ancing algorithm was proposed and then implemented 
in Amazon EC2 Cloud computing environment using 
java language. Proposed algorithm find the available 
cpu cycle of each Virtual Machine (VM) and Send the ID 
of Virtual Machine to theCloud controller for allocating 
the new request. We conclude that Cloud controller 
utilizes the available resources on Virtual Machine then 
it effect the overall performance of the Cloud Environ-
ment and also decrease the average response time.  
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