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ABSTRACT: In this paper, BISR (built-in self-repair) 
techniques with hierarchical redundancy architecture 
are proposed for word-oriented embedded memories. 
Our BISR circuit consists of a built-in self-test (BIST) 
module and a built-in redundancy-analysis (BIRA) mod-
ule. Spare words, spare rows, and spare columns are 
added into the memory cores as redundancy. However, 
the spare rows and spare columns are virtually divided 
into spare row blocks and spare column group blocks. 
The address reconfiguration is performed at row block 
or column group block level instead of the traditional 
row or column level. An extended essential spare piv-
oting (EESP) algorithm is proposed for redundancy 
analysis based on the proposed redundancy organiza-
tion. A practical 16K u 32 SRAM with BISR circuitry is 
designed and implemented. Experimental results show 
that we can obtain a higher repair rate with negligible 
area overhead (2.56%) of the BISR circuit for a 1024K u 
2048-bit SRAM chip.

Index Terms: Built-In Self-Test (BIST), BISR (Built-In 
Self-Repair), Built-In Redundancy-Analysis (BIRA), Ex-
tended Essential Spare Pivoting (EESP).

1.INTRODUCTION :

In the past, many redundancy mechanisms can be used 
to increase the reliability and yield of embedded mem-
ories .These approaches can be categorize as
1.Redundant row or redundant column: Redundant 
rows or columns are added into the memory array. 
One of the redundant rows/columns is used to replace 
the faulty row/column.
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2.Redundant row and redundant column [2-6]: Bo-
thredundant rows and redundant columns are incor-
porated into the memory array. When a faulty cell is 
detected,either a redundant row or a redundant col-
umn can beused to replace the faulty cells. It is more 
efficient thanthe first approach when multiple faulty 
cells exist in thememory array. However, the optimal 
redundancy allocation problem becomes NP-complete 
[7].There are many built-in redundancy analysis/built-in 
selfrepair (BIRA/BISR) techniquesproposed for embed-
dedmemories in the past [6,7,8]. However, these tech-
niques need long computation time to find the optimal 
solution dueto the exponential complexity of the algo-
rithm. In this paper,in order to alleviate the drawbacks 
of the above tworedundancy mechanisms, a new re-
dundant mechanism is adopted in this paper. 

Spare words, spare rows, and spare columns are added 
into the word-oriented memory cores asredundancy. 
However, the spare rows and spare columns arevirtu-
ally divided into spare row blocks and spare column 
group blocks. Moreover, because we focus on word-
oriented memories, redundant words are also used as 
redundancy.The address reconfiguration is performed 
at different redundancy level instead of the traditional 
row or column level. An extended essential spare piv-
oting (EESP) algorithm is proposed for redundancy 
analysis based on the proposed redundancy organiza-
tion. A practical 16K u 32 SRAM with BISR circuitry is 
designedandimplemented.Experimental results show 
that we can obtain a higher repair rate with negligible 
area overhead (2.56%) of the BISR circuit for a 1024 u 
2048-bit SRAM chip.The organization of this paper is 
described as follows.

An Efficient Architecture for BISR (Built-In Self-Repair) 
Using Extended Essential Spare Pivoting (EESP) 

Algorithm
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Section 2 introduces the redundancy organization ad-
opted inthis paper. Section 3 describes the extended 
essential spare pivoting algorithm.. Section 4 gives 
the BISR architecture and procedures. Section 5 gives 
a practical design example.Repair efficiency and hard-
ware overhead are analyzed inSection 6. Finally, some 
conclusions are given in Section 7.As aforementioned, 
most of the BISR schemes need a local bitmap to store 
fault information. Since the local bitmap is a cache-like 
storage element and it is only used in the test phase, 
we can use it as a spare element in normal operation 
phase. In this paper, therefore, we propose a high 
repairefficiency (HRE)-BISR scheme by reusing local 
bitmap asthe bit redundancy. Thus, the Available re-
dundancy Resourceis increased, which can boost the 
repair efficiency. An RAalgorithm for a RAM with 2-D 
and bit redundancies is proposed to allocate redundan-
cies as well.

2Proposed Redundancy Mechanism:

Fig. 1 shows a RAM cell array with redundancy rows 
and columns. The 32 u 4-bit RAM contains one spare 
row (SR0),two spare words (SW0, SW1), and two spare 
columns (SC0, SC1). The normal memory array is also 
divided into two rowbanks (RB0, RB1) and two column 
banks (CB0, CB1) [5, 6].Therefore, the spare row is fur-
ther divided into two spare row blocks (SRB0, SRB1). 
The spare columns are also divided into four spare col-
umn blocks (SCB0, SCB1, SCB2,and SCB3). The spare 
column blocks contained in the same column bank are 
combined as spare column group blocks(SCGB). For 
example, in Fig. 1, the group size ofSCGB0 is 2,which 
contains SCB0 and SCB1. The complexity of the address 
remapping circuit can be reduced due to the SCGB ar-
chitecture.

Table 1: TRUTH TABLE OF MBE SCHEME:

Fig. 3 shows a operation flow between the BIST and 
BIRA. The BIST generates test patterns for the RAM. 
When a fault in the RAM is detected, the information 
of the fault is sent to the BIRA. The BIRA first checks 
if the fault has been stored in the bitmap or repaired. 
If not, the fault is stored in the bitmap. Then, the BIRA 
checks if the bitmap is full or not. 

A bitmap is called full if either its CAR or RAR has no 
space for storing a fault. If yes, the BIRA allocates the 
redundancies according to the stored fault information 
and the implemented RA algorithm. If the test process 
is completed, the BIRA checks if the bitmap is empty 
or not. A bitmap is called empty if no fault information 
of faulty cells is stored in the bitmap. If not, the BIRA 
performs the redundancy allocation process to repair 
the remained faults. 

Once the BIRA process is completed and the RAM is re-
pairable, the repaired addresses are stored in the fuse 
macro. Fig. 4 shows a simplified block diagram of a BIRA 
with k × l-bit bitmap, where some functional blocks are 
not shown. Some of interaction signals between the 
BIST and BIRA are shown in the figure, which are faulty 
address (FA), syndrome (SYN), and repair (REP). 

Once the BIST detects a fault, the corresponding FA 
and Hamming syndrome are sent to the BIRA through 
the FA and SYN, where Hamming syndrome is defined 
as the modulo-2 sum of the fault-free data output vec-
tor and the output vector from the RAM under test [8]. 
The signal REP is used to indicate the RA result of the 
BIRA is repairable or unrepairable.



Fig Typical BISR scheme for a repairable RAM [16]

Fig (a) Conceptual diagram of a 4 × 4-bit bitmap. (b)
Exemplary 8 × 4 × 4-bit RAM with five faulty cells.

local bitmap of the BIRA. Section IV describes the pro-
posed RA algorithm for a RAM with spare rows, spare 
columns, and spare bits. Section V shows simulation 
and analysis results. Finally, Section VI briefly concludes 
this paper

II. OVERVIEW OF A BISR SCHEME WITH BIRA

Repairable RAM: A RAM with redundancies and recon-
figuration circuit is called as a repairable RAM. Figure  
depicts an example of an 8*8 bit-oriented RAM with 
1 spare row and 1 spare column. If a spare row is allo-
cated to replace a defective row, then the row address 
of the defective row is called row repair address (RRA). 
Then a decoder decodes the RRA into control signals 
for switching row multiplexers to skip the defective 
row if the row address enable (RAE) signal is asserted. 
The reconfiguration of the defective column and the 
spare column is performed in a similar way, i.e., give a 
column repair addresses (CRA) and assert the column 
address enable signal to repair the defective column 
using the spare column.

  Fig 5: Repairable RAM block diagram
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BIST Circuit: 

It can generate test patterns using Linear feedback 
shift register (LFSR) for RAMs under test. While a fault 
in a defective RAM is detected by the BIST circuit, the 
faulty information is sent to the BIRA circuit.

Fig 6: BIST LFSR block diagram

BIRA Circuit: 

It collects the faulty information sent from the BIST 
circuit and allocates redundancies according to the 
collected faulty information using the implemented re-
dundancy analysis algorithm.

Fig 7: BISR block diagram

Fuse Macro: 

It stores repair signatures of RAMs under test. Figure  
shows the conceptual block diagram of a typical imple-
mentation of fuse macro. The fuses of the fuse box can 
be implemented in different technologies, e.g., laser 
blown fuses, electronic-programmable fuses, etc. The 
fuse register is the transportation interface between 
the fuse box and the repair register in the repairable 
RAM.

Fig 8: Fuse Macro block diagram
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III. PROPOSED HRE-BISR SCHEME:

A.Architecture of HRE-BISR Scheme:

As aforementioned, the BIRA of a BISR circuit for a RAM 
with 2-D redundancy typically has a bitmap for storing 
fault information during the process of  redundancy al-
location. The bitmap is a cache-like element which has 
the parallel comparison and storing functions. Since the 
bitmap is onlyused in test mode for RA, we can modify 
it into a spare memory in normal mode. Fig. 5 shows 
the block diagram of the proposed HRE-BISR scheme 
for RAMs by reusing the bitmap as a spare memory. 
Here, we assume that the RAM has 2-D redundancy, 
e.g., spare rows and columns, and the reconfiguration 
of redundancies is done by shift redundancy technique 
[9]. The BIRA consists of a multiple-fault-bit detector 
(MFBD), a finite state machine (FSM), a repaired fault 
checker (RFC), a repair signature register (RSR), and a 
modified bitmap. The FSM realizes the RA algorithm. 
The MFBD is used to check if the number of faulty bits 
of adetected faulty word are larger than 2. The RSR is 
used to store the repaired addresses during the process 
of RA. Once the BIST detects a fault, the RFC checks if 
the detected fault has been stored in the RSR. If yes, 
the detected fault has been repaired. The modified bit-
map is used to collect fault information in test mode 
and serves as spare bits in normal mode.
 

Since the size of bitmap is typically much smaller than 
the size of a word of RAMs, the bitmap is used as a 
spare-bit memory. To reuse a bitmap as a spare memo-
ry, the bitmap should be modified such that it can sup-
port the read/write operation in normal mode. Fig. 6(a) 
shows the simplified block diagram of a modified BIRA 
with a k × l-bit modified bitmap.

A mode setting signal MODE is used to set the BIRA to 
be operated in normal or test mode. Normal IOs of the 
RAM are connected to the BIRA as well. In test mode, 
the operation of the modified bitmap is the same as 
that of the original bitmap. In normal mode, the opera-
tion of the modified bitmap is described as follows. If 
the RAM is accessed, the applied address is compared 
with the stored addresses including therow and col-
umn addresses. If one of stored row addresses is the 
same as the row address of the input address, then 
the corresponding row address hit (RAH) signal is set 
to 1, i.e., RAHi= 1. Similarly, if one of stored column ad-
dresses is the same as the column address of the input 
address, then thecorresponding column address hit 
(CAH) signal is set to 1, i.e., CAH j = 1. Therefore, when 
the accessed address is matched with one of the stored 
addresses, i.e., RAHi= 1 and CAH j = 1, one bit of the ad-
dressed word is repaired by the spare bit.

To support the read/write operation, each storage ele-
ment of the bit array is modified, as shown in Fig. 6(b). 
If a write operation is executed, i.e., R/W = 1, the repair 
data input din is written into the cell bijOtherwise, the 
data stored in the cell bijis read out while R/W = 0. Fur-
thermore, a repair bit selection (RBS) module is added 
to select the repair bit from the data input D [m − 1 : 0 ] 
for the data input din of bit array and generate the con-
trol signal C [m − 1 : 0 ] determining which bit of data 
output is replaced by the data output of the bit array 
qr. Fig. 6(c) shows the simplified circuit diagram of the 
RBS module. In test mode (i.e., Test = 1), the din is set 
to logic 1 such that the hit bit can be set to logic 1. In ad-
dition, the C [m − 1 : 0 ] is set to all-0 state, which forces 
Q [m − 1 : 0 ] = q [m − 1 : 0 ], as shown in Fig. 5. In normal 
mode (i.e., Test = 0), once the input address is matched 
with one of the stored addresses, RAHiand CAH j , the 
hit signal is asserted and the decoder is enabled. Simul-
taneously, the value of the corresponding BAR BARj is 
exported to the decoder. Then, the decoder decodes 
the BAR j into m-bit control signal C [m − 1 : 0 ] for con-
trolling the data input and data output multiplexers.
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Fig. 6. (a) Simplified block diagram of the modified 
BIRA with k × l-bit modified bitmap. (b) Modified cell 

structure. (c) Simplified circuit diagram of RBS.

To reduce the hardware complexity, only one bit ad-
dressstored in the BARs is selected, as shown in Fig. 
6(c). Therefore, the bitmap cannot repair multiple-
faulty-bit words. If the bitmap stores a multiple-faulty-
bit word, for example, then there are two CARs that 
store the same column address and thecorresponding 
BARs that store different bit addresses. Thus, if the col-
umn address stored in the CARs is accessed, the two 
different bit addresses are exported to the bus, which 
results in bus congestion. 

One straightforward approach to support the repair of 
multiple-faulty-bit words is to design an individual de-
coder for each pair of CAHiand BARi. Then, the result 
of bitwise OR operation of the outputs of all decoders 
is theC [m − 1 : 0 ]. However, the area cost is drastically 
increased.Consequently, we modify the bitmap to sup-
port the repair of single-faulty-bit word only here.

Fig. 7. Test and redundancy allocation flow

B.Test and Repair Flow:

In test mode, the test and redundancy allocation flow 
is as shown in Fig. 7. First, the BIST tests the RAM un-
der repair and the BIRA is in test mode. If a fault is de-
tected, the fault information is sent to the BIRA for 
analysis. This processis iterated until the testing of the 
RAM is completed. If the RAM is repairable, then the 
repair signatures are loaded into the repair registers 
and the BIRA are set to normal mode. Subsequently, 
the BIST is used to test the repaired RAM again for the 
prefuse testing. If the prefuse testing is completed 
and the repaired RAM is fault-free, then the fuses in 
the fuse macro can be programmed and the test and 
repair process is completed. Here, we assume that the 
electrically programmed fuse (e-fuse) is used to realize 
the fuses in the fuse macro [34]. 

In addition, the fuse macro has a fuse CTR to handle the 
programming of e-fuse. The e-fuse enables the func-
tion of on-chip self-repair, whereby repair data is pro-
grammed into e-fuse when the test and repair process 
is completed. Therefore, if the BIST and the fuse CTR 
are asserted by the poweron reset signal, on-chip self-
repair can be achieved [10].Fig. 8 shows the repair flow 
of the proposed HRE-BISR scheme in normal mode. 
The repair flow consists of two phases: the repair set-
up and the normal access phases. In the repair setup 
phase, once the power is turned on, the repair signa-
tures stored in fuse macro are loaded into the repair 
registers and the RAR, CAR, and BARs of the bitmap. In 
normal access phase, the applied address is imported 
to the repairable RAM and bitmap simultaneously.



If the applied address is not matched with the ad-
dresses stored in the bitmap,then the repairable RAM 
is accessed only. Otherwise, both the repairable RAM 
and the bitmap are accessed. Then, the faulty bit of ac-
cessed word in the repairable RAM is replaced by the 
hit spare bit of bitmap.

Simulation results:

 
RTL SCHAMATIC:
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AREA CALCULATION:

 
DELAY CALCULATION:

WAVE FORMS:

CONCLUSION:

In this paper, we have proposed a HRE-BISR scheme 
for RAMs with 2-D redundancy. By reusing the bitmap 
for the RA to serve spare bits in normal mode, the 
HRE-BISR scheme can enhance the RR. To support the 
redundancy allocation of RAMs with 2-D and spare-
bit redundancies, a RCB-RA algorithm has also been 
proposed.Simulation results show that the HRE-BISR 
scheme only incurs about 0.08-ns delay penalty for a 
512 × 16 × 32-bit RAM using 3 × 3-bit bitmap for RA.
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In addition, the RCB-RA algorithm can provide 0.48%–
11.95% increment of RR for different fault distributions. 
Furthermore, only about 0.44% additional hardware 
overhead is needed to modify the bitmap as spare-bit 
redundancy.
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