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Abstract: 

The memories using in network devices such as 

routers, switches etc. should be capable of performing 

high speed search operations. Ternary Content 

Addressable memories (TCAMS) have great 

applications in the network devices, but it has some 

limitations while comparing with the Static Random 

Access Memory (SRAM), such as low storage density, 

relatively slow access time, low scalability, complex 

circuitry. These limitations can be overcome by 

designing TCAM using SRAM memory cells which is 

known as Z-TCAM. So this paper proposes an area 

efficient architecture of Z-TCAM which can perform 

the functionality of TCAM. The Z-TCAM is 

implemented in Xilinx14.2 ISE. In order to prove the 

physical existence of the proposed design it is verified 

with Basys 2 FPGA board. Also in this design it is able 

to show that from which channel the address is 

fetched. The area and power analysis of the proposed 

design is included in this paper. Power is analysed by 

using Xilinx XPower Analyzer. 

INTRODUCTION: 

Content addressable memory (CAM) is a special type 

of memory which can be searched by contents rather 

than address. Traditional memories will use the 

memory address for searching purpose and the output 

will be the content in that particular address location. 

CAM is performing the reverse process, it is using the 

content or part of the content for searching and the 

output will be a list of addresses where the content is 

stored. CAM memories can have only binary results0 

or 1.Ternary content addressable memory(TCAM) 

which is an improvised version of CAM which can 

have a third state, ‘X’.  

 

This can have any value which makes it perfect for 

network applications. TCAM can perform lookup 

operation in a single clock. But when comparing with 

the Static random access memory (SRAM) TCAM 

have certain limitations. Low storage density, 

relatively slow access time, low scalability, complex 

circuitry are some of the disadvantages of TCAM. To 

overcome these limitations a new memory design 

called Z-TCAM is developed by using SRAM memory 

cells. Since this new architecture is developed with 

SRAM as fundamental building blocks so it overcomes 

all the disadvantages mentioned above. High speed 

and high throughput can be achieved by using SRAM 

based TCAMS in network applications .The objective 

of this paper is to make the Z-TCAM area efficient. 

The design is developed by using VHDL and synthesis 

in Xilinx ISE 14.2 and design is simulated in Isim 

simulator. In order to prove the physical existence of 

the proposed area efficient Z-TCAM the design is 

implemented on Basys 2 Spartan 3E FPGA board. 

II. RELATED WORK: 

Many works were in the development of CAM using 

RAM,but these suffers from collisions and bucket 

overflow.Interruption occurring when one or more 

searching operation happening simultaneously is the 

reason for collision.In some memory organisation it 

isdivided into different buckets,so the content may be 

in more than one bucket and the search operation will 

take more time to search in different buckets.The 

method proposed in[1] suffers from the problem that it 

is only a binary CAM not a TCAM.The algorithm used 

in[3] consuming multiple clock cycles for the 

operation and also results in inefficient usage of 

memory. Our proposed memory is independent of data 

so it can perform deterministic search operations. 
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RAM based CAM presented in [4] has the problems 

such as the exponential increment of memory as the 

number of bits of CAM word is increasing.The method 

in [5] only works on ascended data bit but in 

typicalCAM applications the datas are totally 

random.So there must be a way to arrange the data, but 

the arrangement will disturb the original address, 

which is not implemented inthis method. 

IIIPROPOSED ARCHITECTURE OF Z-TCAM: 

The Z-TCAM memory cells are implementing using 

SRAM memory cells, the block diagram of SRAM is 

shown in Fig.1.It contains 3 blocks such as AND gate, 

D flip-flop and a Tri-State buffer.SEL_NOT is 

deciding when to enable the circuit and WR_NOT will 

decide whether it is a read operation or a write 

operation 

 

Fig.1. SRAM Memory Cell 

A. Overall Architecture: 

Fig.2 shows the overall architecture of Z-TCAM,it 

consist of input word ‘C’ which will be divided into N 

sub words.The sub word are of ‘w’ bits and they are 

fed to the layers. Each layer will produce an output 

address which called as potential memory address 

(PMA). From the PMA’s the CAM priority encoder 

will select the memory address (MA). 

B. Layer Architecture: 

Layer architecture is shown in Fig. 3. It consist of 

validation memory (VM) and the output is given to the 

1 bit AND operation. The AND operation result will 

act as an activation signal and it will activate the 

original address table (OAT).The output of OAT to k 

bit AND operator which is followed by layer priority 

encoder (LPE). 

 

Fig. 2. Architecture of Z-TCAM 

 

Fig. 3. Architecture of a layer in Z-TCAM 

Validation Memory:  

In the propose design 2 VMs are using in each layer. 

Input to the VM is the sub word which is obtained 

from the input keyword ‘C’.The VM size is 22bits, 

since the search keyword is of 4 bits. The number of 

rows in the validation memory is 4.The validation 

memory is validating the sub word,if the memory 

location invoked by the sub word in VM is high then 

the sub word is validated otherwise it will not be 

validated and stop the further actions. 

1-bit AND Operation: 

The output of all VMs are given for performing the 

AND operation. The operation performing here is a 1 

bit AND operation. The output of this operation is 

deciding the further continuation of searching 

operation. If the output of AND operation is high then 

it will generate an activation signal which will activate 
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the OAT block otherwise a mismatch will occur and 

stop the searching in that particular layer. 

Original Address Table: 

Size of each OAT is 2w*k bits,‘w’is the number of bits 

in each sub word and 2w is the number of rows and ‘k’ 

is the number of bits in each row. The activation signal 

is activating the OAT.OAT contains the original 

address. 

K-bit AND Operation: 

This performing a k bit AND operation which is a 2 bit 

AND operation according to the design the output of 

AND operation is fed to the LPE for further 

operations. 

Layer Priority Encoder: 

TCAM may have multiple results. The output of the k 

bit AND operation is given to the LPE for encoding 

the result of AND operation. The output of LPE is the 

PMA. 

IV Z-TACM OPERATIONS: 

The main two operations in the Z-TACM are mapping 

operation and searching operations. The mapping 

means first the data base or the memory should be 

assigned with the contents. This operation is actually a 

writeoperation. Once the mapping is implemented next 

step is the search operation, some algorithms are 

following in the search operations which is explained 

in the following sections 

A. Data Mapping Operation: 

In the design input word of 4 bits is using. So 22=4, 

i.e., 2 layers are using each layer consist of 2 VMs and 

2 2 OATs.4 SRAM cells are using for each VM and 8 

for OAT. .Data mapping operation is done as shown in 

the Fig.4.The validation memory is assigned with 

values as shown in the VM1and VM2.The output of 

this is actually assigned with values as shown in the 

second block. The output of this part will select the 

memory in OAT. 

 

Fig.4 Mapping Operation 

Search Operation 

1) Searching in a Layer of Z-TCAM: Flow 

chartshown below describes the searching in a layer of 

Z-TCAM. N subwords are applied to the validation 

memories (VM) simultaneously. The VM will validate 

the subwords.The output of VM is given to the1 bit 

AND operator for generating the activation signal. If 

the VM is not validating the subword then the further 

searching will not takes place. The OAT will be 

activated by the activation signal. The address 

corresponding to the subword will be selected from the 

OATs. The outputs of OATs are given to the K bit 

AND operator which will perform bitwise AND 

operation.LPE will encode the output of AND 

operation and generate the PMA. 

Flowchart for Searching In A Layer Of Z-TCAM 
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2) Searching in Z-TCAM:  

In this searching process different layers are there 

inside Z-TCAM.In the proposed design 2 layers are 

using.The search keyword is applying to the Z-TCAM 

,the keyword will be divided into subword and apply 

this to the layers.Thelayers will generate PMAs and 

CPE will select the MA from PMAs. 

V. SIMULATION AND IMPLEMENTATION 

RESULTS 

The proposed design is developed using VHDL and 

synthesized using XILINX 13.2 and is simulated in 

Isim Spartan-3E FPGA series. The simulation result of 

the ZTCAM is shown in Fig.5.Here the keyword is 

‘1100’ and the matching address obtained is ‘00’.The 

RTL schematic view of the design is also shown in 

Fig.6.The Z-TCAM is developed for two layers and 

the searching operation will perform on these layers. 

There may be multiple results occur, so CAM priority 

encoder(CPE) is using to select the results properly. 

 

Fig.5 Simulation Result 

The area improvisation can be proved by comparing 

the synthesis report of the existing design and the 

proposed design. The design summary of existing and 

proposed designs are shown in Fig.7 and Fig.8 

respectively. From the comparison it is clear that the 

proposed system is efficient in terms of area. 

 

Fig.6 RTL Schematic View 

 

Fig.7 Design Summary of Existing Design 

 

Fig.8.Design Summary of Proposed Design 
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Apart from the area analysis the power consumption of 

the design also analysed. The analysis is performed by 

using Xilinx XPowerAnalyzer.Power consumption for 

both existing design and area efficient design also 

performed. The results are shown in Fig.9.From the 

comparison it is clear that only a slight increase in the 

power consumption is there for the proposed area 

efficient design. 

 

Fig.9 Power Analysis of Designs 

Also the proposed design is able to find from which 

channel the address is fetched. It is shown in Fig.10. 

 

Fig.10.Channel Selection 

VI. CONCLUSION: 

The design of area efficient Z-TCAM is implemented 

by using the Xilinx 14.2 ISE and the results are 

verified by ISIM simulator. Power is analyzed by 

using Xilinx XPowerAnalyzer.Inorder to prove the 

physical existence of the design it is  checked with 

Basys2 FPGA board. 

Since the SRAM cells are used as the fundamental 

memory blocks it can perform better than conventional 

TCAM. So the developed Z-TCAM have more storage 

density, faster access time, high scalability etc. Also 

the proposed design is able to find from which channel 

the address is fetched. The Z-TCAM may have more 

advantages if we are able to modify it properly, so the 

future work is mainly focusing on the further 

improvement in terms of power or speed. 
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