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INTRODUCTION:

BACK-PROPAGATION [18] is an effective method for 
learningneural networks and has been widely used in var-
ious applications. The accuracy of the learning result, de-
spite other facts, is highly affected by the volume of high-
quality data used for learning. As compared to learning 
with only local data set, collaborative learning improves 
the learning accuracy by incorporating more data sets into 
the learning process [21], [11], [20]: the participating par-
ties carry out learning not only on their own data sets, 
but also on others’ data sets. With the recent remarkable 
growth of new computing infrastructures such as cloud 
computing, it has been more convenient than ever for us-
ers across theInternet, who may not even know each other, 
to conduct joint/collaborative learning through the shared 
infrastructure [13], [14].Despite the potential benefits, one 
crucial issue pertaining to the Internet-wide collaborative 
neural network learning is the protection of data privacy 
for each participant. In particular, the participants from 
different trust domains may not want to disclose their pri-
vate data sets, which may contain privacy or proprietary 
information, to anybody else. In applications such as 
healthcare, disclosure of sensitive data, for example, pro-
tected health information (PHI) [2], is not only a privacy 
issue but of legal concerns according to the privacy rules 
such as Health Insurance Probability and Accountability 
Act (HIPAA) [1]. To embrace the Internet-wide collab-
orative learning, it is imperative to provide a solution that 
allows the participants, who lack mutual trust, to conduct 
neural network learning jointly without disclosing their 
respective private data sets. Preferably, the solution shall 
be efficient and scalable enough to support an arbitrary 
number of participants, each possessing arbitrarily parti-
tioned data sets.
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Directly extending them to the multiparty setting will in-
troduce a computation/communication  complexity qua-
dratic in the number of participants. In practical imple-
mentation, such a complexity represents a tremendous 
cost on each party considering the already expensive op-
erations on the underlying groups such as elliptic curves.
However, [4] just considers the two-party scenario though 
it supports arbitrarily partitioned data set. To our best 
knowledge, none of existing schemes have solved all these 
challenges at the same time. There still lacks an efficient 
and scalable solution that supports collaborative BPN net-
work learning with privacy preservation in the multiparty 
setting and allows arbitrarily partitioned data sets. Our 
Contribution. In this work, we address this open problem 
by incorporating the computing power of the cloud. The 
main idea of our scheme can be summarized as follows: 
each participant first encrypts her/his private data with the 
system public key and then uploads the ciphertexts to the 
cloud; cloud servers then execute mostof the operations 
pertaining to the learning process over the ciphertexts and 
return the encrypted results to the participants; the partici-
pants jointly decrypt the results with which they update 
their respective weights for the BPN network. 

During this process, cloud servers learn no privacy data 
of a participant even if they collude with all the rest par-
ticipants. Through offloading the computation tasks to the 
resource-abundant cloud, our scheme makes the compu-
tation and communication complexity on each participant 
independent to the number of participants and is, thus, 
highly scalable. For privacy preservation, we decompose 
most of the subalgorithms of BPN network into simple 
operations such as addition, multiplication, and scalar 
product. To support these operations over ciphertexts, we 
adopt the Boneh, Goh, and Nissim (BGN) [5] “doubly 
homomorphic” encryption algorithm and tailor it to split 
the decryption capability among multiple participants for 
collusion-resistance decryption. As decryption of [5] is 
limited to small numbers, we introduce a novel design in 
our scheme such that arbitrarily large numbers can be effi-
ciently decrypted. To protect the intermediate data during 
the learning process, we introduce a novel random sharing 
algorithm to randomly split the data without decrypting 
the actual value. Thorough security analysis shows that 
our proposed scheme is secure. Experiments conducted 
on Amazon Elastic Compute Cloud (Amazon EC2) [15], 
over real data sets from UCI machine learning repository 
[12], show that our scheme significantly outperforms ex-
isting ones in computation/communication cost and ac-
curacy loss.

Existing System:

To improve the accuracy of learning result, in practice 
multiple parties may collaborate through conducting joint 
Back-Propagation neural network learning on the union 
of their respective data sets. During this process no party 
wants to disclose her/ his private data to others. Existing 
schemes supporting this kind of collaborative learning are 
either limited in the way of data partition or just consid-
er two parties. There lacks a solution that allows two or 
more parties, each with an arbitrarily partitioned data set, 
to collaboratively conduct the learning. 

Proposed System:

In our proposed scheme, each party encrypts his/her pri-
vate data locally and uploads the cipher texts into the 
cloud. The cloud then executes most of the operations 
pertaining to the learning algorithms over cipher texts 
without knowing the original private data. By securely 
offloading the expensive operations to the cloud, we keep 
the computation and communication costs on each party 
minimal and independent to the number of participants. 
To support flexible operations over cipher texts, we adopt 
and tailor the BGN “doubly homomorphic” encryption al-
gorithm for the multiparty setting. Numerical analysis and 
experiments on commodity cloud show that our scheme is 
secure, efficient, and accurate.

RELATED WORK:
Several privacy preserving BPN network:

learning schemes have been proposed recently. Schlit-
ter [19] introduces a privacy preserving BPN network 
learning scheme that enables two or more parties to 
jointly perform BPN network learning without disclos-
ing their respective private data sets. But the solution is 
proposed only for horizontal partitioned data. Moreover, 
this scheme cannot protect the intermediate results, which 
may also contain sensitive data, during the learning pro-
cess. Chen and Zhong [6] propose a privacy preserving 
BPN network learning algorithm for two-party scenarios. 
This scheme provides strong protection for data sets in-
cluding intermediate results. However, it just supports 
vertically partitioned data. To overcome this limitation, 
Bansal et. al. [4] enhanced this scheme and proposed a 
solution for arbitrarily partitioned data. Nevertheless, this 
enhanced scheme, just like [6], was proposed for the two-
party scenario.
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We claim that the existence of TA is useful when investi-
gation is needed in case some malicious party intentional-
ly interrupts the system, say using bogus data sets. In real 
life, parties such as the government agents or organization 
alliances can be the TA. Although the existence of TA is 
helpful, we leave the completely distributed solution as 
a future work. The participating parties do not fully trust 
each other. Therefore, they do not want to disclose their re-
spective private data (except for the final weights learned 
by the network) to any other parties than TA. The cloud is 
not fully trusted by the participating parties either, i.e., the 
cloud is not allowed to learn about the sensitive informa-
tion, such as original data sets and intermediate data. In 
this paper, we follow the curious-but-honest model [8]. 
That is, all the parties (i.e., all the participating parties 
and the cloud) will honestly follow our protocol but try to 
discover others’ private data as much as possible. A num-
ber malicious of participating parties may collude among 
themselves and/ or with the cloud.

OUR PROPOSED SCHEME:

Problem Statement and Scheme Overview Problem State-
ment.In this paper, we aim at enabling multiple parties to 
jointly conduct BPN network learning without revealing 
their private data. The input data sets owned by the par-
ties can be arbitrarily partitioned. The computational and 
communicational costs on each party shall be practically 
efficient and the system shall be scalable.

Scheme Overview.

To achieve the above goals, the main idea of our proposed 
scheme is to implement a privacy preserving equivalence 
for each step of the original BPN network learning algo-
rithm described in Algorithm 1. Different from the original 
BPN network learning algorithm, our proposed scheme 
lets each party encrypt her/his input data set and upload 
the encrypted data to the cloud, allowing the cloud serv-
ers to perform most of the operations, i.e., additions and 
scalar products. To support these operations over cipher-
texts, we adopt and tailor the BGN “doubly homomor-
phic” encryption [5] for data encryption. Nevertheless, as 
the BGN algorithm just supports one step multiplication 
over ciphertext, the intermediate results, for example, the 
intermediate products or scalar products, shall be first se-
curely decrypted and then encrypted to support consecu-
tive multiplication operations as described in Algorithm 
1. 

Our contribution can be summarized as follows:
To our best knowledge, this paper is the first that provides 
privacy preservation for multiparty (morethan two par-
ties) collaborative BPN network learning over arbitrarily 
partitioned data.. Thorough analysis investigating privacy 
and efficiency guarantees of the proposed scheme is pre-
sented; real experiments on Amazon cloud further show 
our scheme’s several magnitudeslower computation/com-
municational costs than the existing ones. We tailor [5] 
to support multiparty secure scalar product and introduce 
designs that allow decryption of arbitrary large messages. 
These improvements can be used as independent general 
solutions for other related applications.

MODELS AND ASSUMPTIONS:
System Model:

We consider a system composed of three major parties: a 
trusted authority (TA), the participating parties (data own-
er), and the cloud servers (or cloud). TA is the party only 
responsible for generating and issuing encryption/decryp-
tion keys for all the other parties. It will not participate in 
any computation other than key generation and issuing. 
Each participating party s, denoted as Ps, owns a private 
data set and wants to perform collaborative BPN network 
learning with all other participating parties. That is, they 
will collaboratively conduct learning over the arbitrarily 
partitioned data set, which is private and cannot be dis-
closed during the whole learning process. We assume that 
each participating party stays online with broadband ac-
cess to the cloud and is equipped with one or several con-
temporary computers, which can work in parallel if there 
are more than one.

Security Model:

Our scheme assumes the existence of a trusted authority, 
who is trusted by all the parties, TA has the knowledge of 
system secret key and will not participate in any computa-
tion besides the key generation and issuing. TA is allowed 
to learn about each party’s private data whenever neces-
sary.
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For privacy preservation, however, the decrypted results 
known to each party cannot be the actual intermediate 
values, for example, the values of the hidden layer For 
this purpose, we design a secret sharing algorithm that al-
lows the parties to decrypt only the random shares of the
intermediate values. The random shares allow the parties 
to collaboratively execute the following steps without 
knowing the actual intermediate values. Data privacy is 
thus well protected. The overall algorithm is described in 
Algorithm 2, which is the privacy preserving equivalence 
of Algorithm 1. To support the operations defined in Algo-
rithm 2, we propose three other cloud-based algorithms: 
Algorithm 3 for secure scalar product and addition, Algo-
rithm 4 for secure random sharing, and Algorithm 5 for 
sigmoid function approximation. After the entire process 
of the privacy preserving learning, all the parties jointly 
establish a neural network representing the whole data set 
without disclosing any private data to each other.

CONCLUSIONS:

In this work, we proposed the first secure and practical 
multiparty BPN network learning scheme over arbitrarily 
partitioned data. In our proposed approach, the parties en-
crypt their arbitrarily partitioned data and upload the ci-
phertexts to the cloud. The cloud can execute most opera-
tions pertaining to the BPN network learning algorithm 
without knowing any private information. The cost of 
each party in our scheme is independent to the number of 
parties. This work tailors the BGN homomorphic encryp-
tion algorithm to support the multiparty scenario, which 
can be used as an independent solution for other related 
applications. Complexity and security analysis shows our 
proposed scheme is scalable, efficient, and secure. One 
interesting future work is to enable multiparty collabora-
tive learning without the help of TA.
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We claim that the existence of TA is useful when investi-
gation is needed in case some malicious party intentional-
ly interrupts the system, say using bogus data sets. In real 
life, parties such as the government agents or organization 
alliances can be the TA. Although the existence of TA is 
helpful, we leave the completely distributed solution as 
a future work. The participating parties do not fully trust 
each other. Therefore, they do not want to disclose their re-
spective private data (except for the final weights learned 
by the network) to any other parties than TA. The cloud is 
not fully trusted by the participating parties either, i.e., the 
cloud is not allowed to learn about the sensitive informa-
tion, such as original data sets and intermediate data. In 
this paper, we follow the curious-but-honest model [8]. 
That is, all the parties (i.e., all the participating parties 
and the cloud) will honestly follow our protocol but try to 
discover others’ private data as much as possible. A num-
ber malicious of participating parties may collude among 
themselves and/ or with the cloud.

OUR PROPOSED SCHEME:

Problem Statement and Scheme Overview Problem State-
ment.In this paper, we aim at enabling multiple parties to 
jointly conduct BPN network learning without revealing 
their private data. The input data sets owned by the par-
ties can be arbitrarily partitioned. The computational and 
communicational costs on each party shall be practically 
efficient and the system shall be scalable.

Scheme Overview.

To achieve the above goals, the main idea of our proposed 
scheme is to implement a privacy preserving equivalence 
for each step of the original BPN network learning algo-
rithm described in Algorithm 1. Different from the original 
BPN network learning algorithm, our proposed scheme 
lets each party encrypt her/his input data set and upload 
the encrypted data to the cloud, allowing the cloud serv-
ers to perform most of the operations, i.e., additions and 
scalar products. To support these operations over cipher-
texts, we adopt and tailor the BGN “doubly homomor-
phic” encryption [5] for data encryption. Nevertheless, as 
the BGN algorithm just supports one step multiplication 
over ciphertext, the intermediate results, for example, the 
intermediate products or scalar products, shall be first se-
curely decrypted and then encrypted to support consecu-
tive multiplication operations as described in Algorithm 
1. 

Our contribution can be summarized as follows:
To our best knowledge, this paper is the first that provides 
privacy preservation for multiparty (morethan two par-
ties) collaborative BPN network learning over arbitrarily 
partitioned data.. Thorough analysis investigating privacy 
and efficiency guarantees of the proposed scheme is pre-
sented; real experiments on Amazon cloud further show 
our scheme’s several magnitudeslower computation/com-
municational costs than the existing ones. We tailor [5] 
to support multiparty secure scalar product and introduce 
designs that allow decryption of arbitrary large messages. 
These improvements can be used as independent general 
solutions for other related applications.

MODELS AND ASSUMPTIONS:
System Model:

We consider a system composed of three major parties: a 
trusted authority (TA), the participating parties (data own-
er), and the cloud servers (or cloud). TA is the party only 
responsible for generating and issuing encryption/decryp-
tion keys for all the other parties. It will not participate in 
any computation other than key generation and issuing. 
Each participating party s, denoted as Ps, owns a private 
data set and wants to perform collaborative BPN network 
learning with all other participating parties. That is, they 
will collaboratively conduct learning over the arbitrarily 
partitioned data set, which is private and cannot be dis-
closed during the whole learning process. We assume that 
each participating party stays online with broadband ac-
cess to the cloud and is equipped with one or several con-
temporary computers, which can work in parallel if there 
are more than one.

Security Model:

Our scheme assumes the existence of a trusted authority, 
who is trusted by all the parties, TA has the knowledge of 
system secret key and will not participate in any computa-
tion besides the key generation and issuing. TA is allowed 
to learn about each party’s private data whenever neces-
sary.
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For privacy preservation, however, the decrypted results 
known to each party cannot be the actual intermediate 
values, for example, the values of the hidden layer For 
this purpose, we design a secret sharing algorithm that al-
lows the parties to decrypt only the random shares of the
intermediate values. The random shares allow the parties 
to collaboratively execute the following steps without 
knowing the actual intermediate values. Data privacy is 
thus well protected. The overall algorithm is described in 
Algorithm 2, which is the privacy preserving equivalence 
of Algorithm 1. To support the operations defined in Algo-
rithm 2, we propose three other cloud-based algorithms: 
Algorithm 3 for secure scalar product and addition, Algo-
rithm 4 for secure random sharing, and Algorithm 5 for 
sigmoid function approximation. After the entire process 
of the privacy preserving learning, all the parties jointly 
establish a neural network representing the whole data set 
without disclosing any private data to each other.

CONCLUSIONS:

In this work, we proposed the first secure and practical 
multiparty BPN network learning scheme over arbitrarily 
partitioned data. In our proposed approach, the parties en-
crypt their arbitrarily partitioned data and upload the ci-
phertexts to the cloud. The cloud can execute most opera-
tions pertaining to the BPN network learning algorithm 
without knowing any private information. The cost of 
each party in our scheme is independent to the number of 
parties. This work tailors the BGN homomorphic encryp-
tion algorithm to support the multiparty scenario, which 
can be used as an independent solution for other related 
applications. Complexity and security analysis shows our 
proposed scheme is scalable, efficient, and secure. One 
interesting future work is to enable multiparty collabora-
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