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ABSTRACT  

Cloud storage services have become very popular due 

to their infinite advantages. To provide always-on 

access, a cloud service provider (CSP) maintains 

multiple copies for each piece of data on 

geographically distributed servers. A major 

disadvantage of using this technique in clouds is that 

it is very expensive to achieve strong consistency on a 

worldwide scale. In this system, a novel consistency 

as a service (CaaS) model is presented, which 

involves a large data cloud and many small audit 

clouds. In the CaaS model we are presented in our 

system, a data cloud is maintained by a CSP. A group 

of users that participate an audit cloud can verify 

whether the data cloud provides the promised level of 

consistency or not. The system proposes a two level 

auditing architecture, which need a loosely 

synchronize clock in the audit cloud. Then design 

algorithms to measure the severity of violations with 

two metrics: the commonality of violations, and the 

oldness value of read. Finally, heuristic auditing 

strategy (HAS) is devised to find out as many 

violations as possible. Many experiments were 

performed using a combination of simulations and a 

real cloud deployment to validate HAS. 
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INTRODUCTION 

 Clouds computing has become more popular choice, 

because it has succeeded in giving guaranteed basic 

services like virtualized infrastructure system and 

providing data storage, etc. e.g. Amazon, SimpleDB 

are example of such systems. The customers or end 

users by making use of these services, become 

authorized users and able to access the data from 

anywhere and at any time using any device and getting 

confidence that the capital investment is going to less. 

The cloud service provider popularly known as CSP 

promising the users data is going to be available as 

24/7, and they can access it efficiently. The CSP stores 

the different copies of data in a distributed fashion on 

different servers, which geographically present in 

different places. The main issue with distributing 

multiple copies of data called as replication technique 

is resultant into a very expensive process to provide 

strong consistency operation. In the coming days user 

is assured to see the latest updates about this service or 

operation. Many cloud service providers provide week 

consistency, we call such consistency as eventual 

consistency, where a user can read the data for 

particular time. Now-a-days stronger consistency 

assurance is getting importance. Consider the 

following figure. In the above figure data is stored in 

multiple copies on five cloud servers (CS1, CS2…, 

CS5), users specified in the figure share data through a 

cloud storage service. Here the cloud should provide 

casual consistency service, where a user Alice uploads 

a data on the cloud server CS4. Here the user update 

should be reflected in all the servers. If cloud service 

provider provides only eventual consistency then 

receiver user is going to receive the old version of 

data. Such a integrated design based on traditional 

version may not satisfy customer requirements. 
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Fig. 1. An application that requires causal consistency 

Hence we can conclude that different applications need 

different level of consistency operation. In this work, 

we propose CaaS model as a ideal consistency 

operation, which the applications of today’s date are 

demanding. The standard CaaS model consists of large 

cloud data created by CSP and complete the operation 

scheme it contains many audit clouds which are 

formed by authorized group of users. These group of 

users working on a project and making a document, 

which constantly checking whether data cloud offers a 

guaranteed level of consistency or not. This standard 

model incorporating two-level auditing structure, 

which involves a synchronized clock assigning tasks to 

audit cloud and then performing global auditing with 

global trace of standard operations periodically by 

auditor chosen from an audit cloud. Local auditing is 

going to be performed and focuses on continuous read 

and read-your write process consistencies, which is 

going to be done online by a light-weight algorithm, 

while global auditing operation focuses on casual 

consistency, where it constructs a directed graph. 

Whatever graph has been constructed, if it directed 

acyclic graph, which is also called as precedence 

graph, we can say that casual consistency is 

maintained. We confirm the severity of violations by 

calculated two metrics for the standard CaaS model: 

One is called commonality of violations and other is 

staleness of value of read operation. Finally in this 

work, we propose a approach called Heuristic Auditing 

Strategy(HAS), which proves cloud consistency and 

required cost i.e. actual cost per transaction. The two 

level auditing structures basically contain 2 auditing 

types: 1. Local Auditing 2. Global Auditing 1. Local 

Auditing: structure each user can perform local 

auditing with local trace operation periodically .this 

auditing focuses on monotonic read and read your 

write consistency .which can be perform by light-

weight online algorithm the local auditing algorithm is 

online algorithm. 2. Global Auditing: the auditor can 

be selected from audit cloud .the main works of the 

auditor is to perform global auditing with global trace 

operation .this auditing focuses on causal consistency 

because causal consistency perform by constructing 

directed graph .the directed acyclic graph is 

constructed then causal consistency is obtain .Finally 

we propose analytical auditing strategy which 

appropriate reads to reveal many unsuccessful result. 

Although the infrastructures under the cloud are much 

more powerful and reliable than personal computing 

devices, they are still facing the broad range of both 

internal and external threats for data integrity. 

 

Second, there do exist various motivations for CSP to 

behave unfaithfully toward the cloud users regarding 

their outsourced data status. 

In particular, simply downloading all the data for its 

integrity verification is not a practical solution due to 

the expensiveness in I/O and transmission cost across 

the network. Besides, it is often insufficient to detect 

the data corruption only when accessing the data, as it 

does not give users correctness assurance for those un 

accessed data and might be too late to recover the data 

loss or damage. 

 

Encryption does not completely solve the problem of 

protecting data privacy against third-party auditing but 

just reduces it to the complex key management 

domain. Unauthorized data leakage still remains 

possible due to the potential exposure of decryption 

keys. 

 

LITERATURE SURVEY 

S. Esteves [15] has highlighted the work on the critical 

data information, which is stored in cloud data centers 
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across the globe, and getting increased in great way. 

And they are using different replication methods or 

approaches to deliver high-availability of services, 

demand of high performance, and mainly to maintain 

the consistency among multiple copies of data i.e. 

replicas. The proposed technique targets or focuses on 

data stored in tabular format, provides rationalization 

of resources, here bandwidth means bandwidth and 

which also requires improvement in the QOS 

parameters like latency value, performance in the 

network and availability of resources.  

H. Wada [16] has introduced a new class of data 

storage systems, called NoSQL (Not Only SQL), has 

emerged to complement traditional database systems, 

with rejection of general ACID transactions as one 

common feature. Here the authors have brought a new 

area of for study, where a new class has been 

introduced in the data storage system, which is called 

as NoSQL (Not Only SQL), which have been 

introduced to support the traditional or general classic 

database systems, where it come across the removal of 

ACID transactions properties from these systems, 

considered as the one common general feature.  

M. Rahman [18] highlighting the study of storage 

systems, these systems with large-scale key-value 

standard storage systems, compromise with 

consistency for the interest of dependability, i.e. 

availability of resources and partition tolerance 

systems, as well as performance of network, 

considering latency parameter. The system under this 

study provides eventual consistency, which is difficult 

to implement in real time systems. The authors have 

attempted to measure such consistency empirically, but 

these systems suffer from some drawbacks. But their 

accuracy has been limited due to some state-of-the are 

systems considering consistency benchmarks.  

D. Kossmann [19] discussed about now-a-days the 

cloud computing systems have many advantages for 

deploying applications in real time systems, example 

for such applications are data-intensive applications. 

Under this system, the user follows pay-as-you-go 

service model, under which user pay to the services, 

which he has used. The system provides a promising 

service with reduced cost. Another promising feature 

service to add here is, the system provides unlimited 

throughput by adding servers. They have focused on 

the transaction processing work, such as read and 

update workloads, instead of on the other processing 

like analytics operation or OLAP workloads operation.  

E. Brewer [3] proposed the work on common current 

distributed systems, even the ones sytem that work, 

tend to be very generally fragile: they are very hard to 

keep up, very hard to manage, hard to grow, very hard 

to evolve, and very hard to program. Here in this talk, 

the author looks at several problems in an attempt to 

clear the way we think about these general systems. 

These problems include the general fault model, very 

high availability, considered graceful degradation, 

specific data consistency, specifying evolution, 

composition operation, and autonomy process.  

L. Lamport [20] has introduced the concept of 

formalism for generally specifying and particular 

reasoning about concurrent systems has been 

described. It is not going to be based upon specific 

atomic actions. A general definition of a higher-level 

system is given and also justified correspondingly. 

And considering in Part II, the generic formalism is 

going to be used to specify several specific classes of 

inter-process communication and algorithms have been 

proven to be correct for implementing them. 

SCOPE OF THE PROJECT 

The scope of this project is to upload and download a 

file from cloud. While providing cloud consistency, 

the following objectives are to be met:  

1] Understanding the novel consistency as a service 

(CaaS) model provided by the cloud service provider. 

2] The cloud computing solution should provide basic 

consistency as service.  

3] Maintain synchronized clock at audit clouds that 

responsible for checking weather cloud provide 

promised consistency or not.  

4] Service Availability 
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EXISTING SYSTEM 

 By using the cloud storage services, the 

customers can access data stored in a cloud 

anytime and anywhere using any device, 

without caring about a large amount of capital 

investment when deploying the underlying 

hardware infrastructures. 

 The cloud service provider (CSP) stores data 

replicas on multiple geographically distributed 

servers.  

 Where a user can read stale data for a period 

of time. The domain name system (DNS) is 

one of the most popular applications that 

implement eventual consistency. Updates to a 

name will not be visible immediately, but all 

clients are ensured to see them eventually. 

DISADVANTAGES: 

 The replication technique in clouds is that it is 

very expensive to achieve strong consistency. 

 Hard to verify replica in the data cloud is the 

latest one or not. 

PROPOSED SYSTEM 

 In this paper, we presented a consistency as a 

service (CaaS) model and a two-level auditing 

structure to help users verify whether the cloud 

service provider (CSP) is providing the 

promised consistency, and to quantify the 

severity of the violations, if any.  

 With the CaaS model, the users can assess the 

quality of cloud services and choose a right 

CSP among various candidates, e.g, the least 

expensive one that still provides adequate 

consistency for the users’ applications. 

 

Fig. 2. Consistency as a service model. 

ADVANTAGES: 

 Do not require a global clock among all users 

for total ordering of operations. 

 The users can assess the quality of cloud 

services. 

 choose a right CSP 

 Among various candidates, e.g, the least 

expensive one that still provides adequate 

consistency for the users’ applications. 

 As a rising subject, cloud consistency is 

playing an increasingly important role in the 

decision support activity of every walk of life. 

 Get Efficient Item set result based on the caas. 

 

IMPLEMENTATION 

1. System Module:- 

 In the first module, we develop the System 

Module with User Module, Admin Module, and 

Auditor Module. In user module, the authorized 

user should undergo registration operation 

andregister their detailed information and collect 

the secret key information for login operation 

and user can able to upload the file regarding the 

operation like auditing. Next in user module, 

system user already uploaded files can be stored 

in system cloud database in systematic manner. 

Next Auditor can view the file or locate the file 

present in the database and it can be very 

secured. In admin module admin will be able to 

view all the register user details; and also user 

uploads information details, and third party TPA 

activities regarding the auditing strategy. In 

auditor module, the generally selected auditor 

can do the auditing operation based on the 

strategy operation called as heuristic auditing 

strategy. This operation is related to the basic 

operation of document verification. Then special 

unit Auditor can collect and check the auditing 

file, the he decide whether to reject or accept the 

file. On this he is going to make a report and 

enter all the details and about the decision like 

whether it’s good or bad. Also in this module an 
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auditor can submit revision report. In this report 

information like accept or waiting. After the 

decision if status is present as a accept means 

then the user can view the file else if the status is 

waiting condition means then user cannot view 

the particular file. 

2. User Operation Table:  

In this module each user is going to maintain a UOT 

for the operation of recording local operations in 

systematic manner. Then each present record in the 

UOT unit is shown or explored by three components: 

first is an operation parameter, next the present 

logical vector, and finally more important one is 

physical vector. When the user is working on any 

operation, he is going to record his complete activity 

and also the current logical vector and final value as a 

physical vector, in his own UOT. In this module each 

user of the system is going to maintain a special 

logical vector and a basic physical vector to track the 

complete logical and physical time when an operation 

is going to take place correspondingly. 

 3. Local Consistency Auditing:  

Local consistency auditing technique is an online 

algorithm. The operation in this module or unit, in 

which each user is going to record all his complete 

activities and store in his UOT. During the read 

operation, the authorized user is going to perform 

local consistency operation in an independent 

manner. 

4. Global Consistency Auditing:  

Global consistency auditing technique is going be 

considered as an offline algorithm. Next to consider is 

that an auditor periodically will be selected from the 

audit cloud system to perform the special operation 

like global consistency auditing technique. Hence in 

this case the auditor is going to collect all users’ 

UOTs for obtaining a special global trace of all 

activities. Then later executing global auditing 

technique, selected auditor is going to send results of 

auditing operation as well as its vectors values to all 

other authorized users . Now given the auditor’s 

vector values, then each user will come to know other 

users’ new clocks up to next global auditing. 

RELATED WORK 

As per our survey there are many previously worked 

done in the field of cloud data consistency. In paper [1] 

they reduce that confusion by clarifying terms, 

providing simple figures to quantify comparisons 

between of cloud and conventional Computing, and 

identifying the top technical and non-technical 

obstacles and opportunities of Cloud Computing. We 

believe the only plausible solution to very high 

availability is multiple Cloud Service Providers 

(CSP).We predict Cloud Computing will grow, so 

developers should take it into account. Regardless 

whether a cloud provider sells services at a low level 

of abstraction like EC2 or a higher level like 

AppEngine, we believe that computing, storage and 

networking must all focus on horizontal scalability of 

virtualized resources rather than on single node 

performance. In paper [2] they provide the better way 

to store any file on cloud storage. A key contribution 

of COPS is its scalability, which can enforce causal 

dependencies between keys stored across an entire 

cluster, rather than a single server like previous 

systems. But storing a file on a cluster is producing 

huge problem for providing consistency. Measuring 

consistency is a very important task in this system 

because monitoring and controlling consistency is 

major goal of proposed system. By the time various 

benchmarking techniques are offered.  

In [3] they are providing whole new perspective to see 

the need of consistency as a service (CaaS).In cloud 

computing storage services, every service request has 

an associated cost. In particular, it is possible to assign 

a very precise monetary cost to consistency protocols 

(i.e., the number of service calls needed to ensure the 

consistency level times the cost per call). Therefore, in 

cloud storage services, consistency not only influences 

the performance and availability of the systems but 

also the overall operational cost. In [4] to know the 

consistency models we have studied local and global 

consistency model of Dengyong Zhou, Olivier 

Bousquet, and Thomas Navin Lal. The key to semi-
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supervised learning problems is the consistency 

assumption, which essentially requires a classifying 

function to be sufficiently smooth with respect to the 

intrinsic structure revealed by a huge amount of 

labeled and unlabeled points. We proposed a simple 

algorithm to obtain such a solution, which 

demonstrated effective use of unlabeled data in 

experiments including toy data, digit recognition and 

text categorization. 

CONCLUSION 

In this paper, The presented system is a consistency as 

a service (CaaS) model and a two-level auditing 

scheme to help users validate whether the cloud 

service provider (CSP) is providing the promised 

consistency, and to enumerate the occurrences of the 

violations. The CaaS model used in the system helps 

the users can assess the superiority of cloud services 

and decide a right CSP among various services. For 

example the less costly one that still provides 

satisfactory consistency for the users’ applications. 
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