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INTRODUCTION:

 WITH the aim of choosing a subset of good features with 
respect to the target concepts, feature subset selection is 
an effective way for reducing dimensionality, removing 
irrelevant data, increasing learning accuracy, and improv-
ing result comprehensibility. Many feature subset selec-
tion methods have been proposed and studied for machine 
learning applications. They can be divided into four broad 
categories: the Embedded, Wrapper, Filter, and Hybrid 
approaches The embedded methods incorporate feature 
selection as a part of the training process and are usually 
specific to given learning algorithms, and therefore may 
be more efficient than the other three categories . Tradi-
tional machine learning algorithms like decision trees or 
artificial neural networks are examples of embedded ap-
proaches. 

The wrapper methods use the predictive accuracy of a 
predetermined learning algorithm to determine the good-
ness of the selected subsets, the accuracy of the learning 
algorithms is usually high. However, the generality of the 
selected features is limited and the computational com-
plexity is large. The filter methods are independent of 
learning. algorithms, with good generality. Their compu-
tational complexity is low, but the accuracy of the learn-
ingalgorithms is not guaranteed . The hybrid methods are 
a combination of filter and wrapper methods  by using a 
filter method to reduce search space that will be consid-
ered by the subsequent wrapper.

ABSTRACT:

Feature selection involves identifying a subset of the 
most useful features that produces compatible results as 
the original entire set of features. A feature selection algo-
rithm may be evaluated from both the efficiency and ef-
fectiveness points of view. Whilethe efficiency concerns 
the time required to find a subset of features, the effec-
tiveness is related to the quality of the subset of features.
Based on these criteria, a fast clustering-based feature se-
lection algorithm (FAST) is proposed and experimentally 
evaluated in this paper. The FAST algorithm works in two 
steps. In the first step, features are divided into clusters 
by using graph-theoretic clustering methods. In the sec-
ond step, the most representative feature that is strongly 
related to target classes is selected from each cluster to 
form a subset of features. Features in different clusters 
are relatively independent, the clustering-based strategy 
of FAST has a high probability of producing a subset of 
useful and independent features. To ensure the efficiency 
of FAST, we adopt the efficient minimum-spanning tree 
(MST) clustering method. The efficiency and effective-
ness of the FAST algorithm are evaluated through an 
empirical study. Extensive experiments are carried out 
to compare FAST and several representative feature se-
lection algorithms, namely, FCBF, Relief, CFS, Consist, 
and FOCUS-SF, with respect to four types of well-known 
classifiers, namely, the probability based Naive Bayes, 
the tree-based C4.5, the instance based IB1, and the rule-
based RIPPER before and after feature selection. The 
results, on 35 publicly available real-world high dimen-
sional image, microarray, and text data, demonstrate that 
the FAST not only produces smaller subsets of features 
but also improves the performances of the four types of 
classifiers.
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Butterworth et al.  proposed to cluster features using a 
special metric of Barthelemy-Montjardet distance, and 
then makes use of the dendrogram of the resulting clus-
ter hierarchy to choose the most relevant attributes. Un-
fortunately, the cluster evaluationmeasure based on Bar-
thelemy-Montjardet distance does not identify a feature 
subset that allows the classifiers to improve their original 
performance accuracy. Further more, even compared with 
other feature selection methods, the obtained accuracy is 
lower.

FEATURE SUBSET SELECTION ALGO-
RITHM
3.1 Framework and Definitions:

Irrelevant features, along with redundant features, severe-
ly affect the accuracy of the learning machines .Thus, fea-
ture subset selection should be able to identify and remove 
as much of the irrelevant and redundant information as 
possible. Moreover, we develop a novel algorithm which 
can efficiently and effectively deal with both irrelevant.

and redundant features, and obtain a good feature subset. 
We achieve this through a new feature selection framework 
(shown in Fig. 1) which composed of the two connected 
components of irrelevant feature removal and redundant 
feature elimination. The former obtains features relevant 
to the target concept by eliminating irrelevant ones, and 
the latter removes redundant features from relevant ones 
via choosing representatives from different feature clus-
ters, and thus produces the final subset.

They mainly focus on combining filter and wrapper meth-
ods to achieve the best possible performance with a par-
ticular learning algorithm with similar time complexity 
of the filter methods. The wrapper methods are compu-
tationally expensive and tend to over fit on small train-
ing sets. The filter methods, in addition to their generality, 
are usually a good choice when the number of features 
is very large. Thus, we will focus on the filter method in 
this paper.

Existing System:

Feature subset selection can be viewed as the process 
of identifying and removing as many irrelevant and re-
dundant features as possible. This is because  irrelevant 
features do not contribute to the predictive accuracy and 
redundant features do not redound to getting a better pre-
dictor for that they provide mostly information which is 
already present in other feature(s). Of the many feature 
subset selection algorithms, some can effectively elimi-
nate irrelevant features but fail to handle redundant fea-
tures yet some of others can eliminate the irrelevant while 
taking care of the redundant features . Our proposed FAST 
algorithm falls into the second group. Traditionally  fea-
ture subset selection research hasfocused on searching for 
relevant features. A well-known example is Relief  which 
weighs each feature according to its ability to discrimi-
nate instances under different targets based on distance-
based criteria function. However, Relief is ineffective at 
removing redundant features as two predictive but highly 
correlated features are likely both to be highly weighted. 
Relief   extends Relief, enabling this method to work with 
noisy and incomplete data sets and to deal with multiclass 
problems, but still cannot identify redundant features.

Proposed System:

Recently, hierarchical clustering has been adopted in 
word selection in the context of text classification Dis-
tributional clustering has been used to cluster words into 
groups based either on their participation in particular 
grammatical relations with other words by Pereira et al.or 
on the distribution of class labels associated with each 
word by Baker and McCallum . As distributional clus-
tering of words are agglomerative in nature, and result 
in suboptimal word clusters and high computational cost, 
Dhillon  et al.  proposed  a newInformation theoretic di-
visive algorithm for word clustering and applied it to text 
classification. 
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The algorithm involves 1) removing irrelevantfeatures, 2) 
constructing a minimum spanning tree from relative ones, 
and 3) partitioning the MST and selectingrepresentative 
features. In the proposed algorithm, a cluster consists of 
features. Each cluster is treated as a single feature and 
thus dimensionality is drastically reduced. We have com-
pared the performance of the proposed algorithm with 
those of the five well-known feature selection algorithms 
FCBF, ReliefF, CFS, Consist, and FOCUS-SF on the 35 
publicly available image, microarray,and text data from 
the four different aspects of the proportion of selected 
features, runtime, classification accuracy of a given clas-
sifier, and the Win/Draw/Loss record. Generally, the pro-
posed algorithm obtained the bestproportion of selected 
features, the best runtime, and the best classification ac-
curacy for Naive Bayes, C4.5, and RIPPER, and the sec-
ond best classification accuracy for IB1. The Win/Draw/
Loss records confirmed the conclusions We also found 
that FAST obtains the rank of 1 for microarray data, the 
rank of 2 for text data, and the rank of 3 for image data in 
terms of classification accuracy of the four different types 
of classifiers, and CFS is a good alternative. At the same 
time, FCBF is a good alternative for image and text data. 
Moreover, Consist, and FOCUS-SF are alternatives for 
text data.
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Results and Analysis:

In this section, we present the experimental results in 
terms of the proportion of selected features, the time to 
obtain the feature subset, the classification accuracy, and 
the Win/Draw/Loss record. For the purpose of exploring 
the statistical significance of the results, we performed a 
nonparametric Friedman test followed by Nemenyi post-
hoc test  as advised by Demsar  and Garcia and Herrerato  
to statistically compare algorithms on multiple data sets. 
Thus, the Friedman and the Nemenyi test results are re-
ported as well.

CONCLUSION:
In this paper, we have presented a novel clustering-based 
feature subset selection algorithm for high dimensional 
data. 
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