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INTRODUCTION:

COMPUTER networks have long become the nerve sys-
tem of enterprise information systems and critical infra-
structures on which our societies are increasingly depen-
dent.However, the scale and severity of security threats 
to computer networks have continued to grow at an ever 
increasing pace. Potential consequences of a security at-
tack have also become more and more serious as many 
high-profile attacks are reportedly targeting not only com-
puter applications but also industrial control systems at 
nuclear power plants, implanted heart defibrillators, and 
military satellites.One of the main difficulties in secur-
ing computer networks is the lack of means for directly 
measuring the relative effectiveness of different security 
solutions in a given network, because “you cannot im-
prove what you cannot measure.” Indirect measurements, 
such as the falsepositive and negative rates of an intrusion 
detection system or firewall, may sometimes be obtained 
through laboratory testing, but they typically say very 
little about the actual effectiveness of the solution when it 
is deployed in a real-world network, which may be very 
different from the testing environment. In practice, choos-
ing and deploying a security solution still heavily rely on 
human experts’ experiences following a trial-and-error 
approach, which renders those tasks an art, instead of a 
science.

Existing System:

In such a context, a network security metric is desirable 
because it would enable a direct measurement and com-
parison of the amounts of security provided by different 
security solutions.

ABSTRACT:

By enabling a direct comparison of different security so-
lutions with respect to their relative effectiveness, a net-
work security metric may provide quantifiable evidences 
to assist security practitioners in securing computer net-
works.    However, research onsecurity metrics has been 
hindered by difficulties in handling zero-day attacks ex-
ploiting unknown vulnerabilities. In fact, the security risk 
of unknown vulnerabilities has been considered as some-
thing unmeasurable due to the less predictable nature of 
software flaws.This causes a major difficulty to security 
metrics, because a more secure configuration would be 
of little value if it were equally susceptible to zero-day 
attacks. 

In this paper, we propose a novel security metric, k-zero 
day safety, to address this issue. Instead of attempting 
to rank unknown vulnerabilities, our metric counts how 
many such vulnerabilities would be required for compro-
mising network assets; a larger count implies more secu-
rity because the likelihood of having more unknown vul-
nerabilities available,applicable, and exploitable all at the 
same time will be significantly lower. We formally define 
the metric, analyze the complexity of computing the met-
ric, devise heuristic algorithms for intractable cases, and 
finally demonstrate through case studies that applying the 
metric to existing network security practices may gener-
ate actionable knowledge.
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We demonstrate the usefulness of the metric by applying 
it to the evaluation of existing practices in network hard-
ening through a series of case studies.The contribution of 
this work is twofold. First, to the best of our knowledge, 
this is among the first efforts on network security metrics 
that is capable of modeling the security risk of unknown 
zero-day attacks. Second, we believe the metric would 
bring about new opportunities to the quantitative evalua-
tion, hardening, and design of secure networks.

Motivating Example:

Fig. 1 shows a toy example in which hosts 1 and 2 com-
prise the internal network. The firewall allows all out-
bound connection requests but blocks inbound requests to 
host 2.Assume the main security concern here is whether 
any attacker on host 0 can obtain the root privilege on 
host 2.Clearly, if we assume all the services to be free 
of known vulnerabilities, then a vulnerability scanner or 
attack graph will both draw the same conclusion that this 
network is secure attackers on host 0 cannot obtain the 
root privilege on host 2.Now, consider the following two 
iptables policies:  Policy 1. The iptables rules are left in 
a default configuration that accepts all requests. Policy 2. 
The iptables rules are configured to only allow specific 
IPs, excluding host 0, to access the ssh service.Clearly, 
because the network is already secure, policy 1 will be 
preferable due to its simplicity (no special iptables rules 
need to be configured by the administrator) and function-
ality (any external host may connect to the ssh service on 
host 1).However, a different conclusion can be drawn if 
we compare the above two policies with respect to the 
network’s resistance to potential zero-day vulnerabilities. 
Specifically, 1. Under policy 1, the upper diagram in Fig. 
2 (where each triple indicates an exploit hvulnerability, 
source host, destination hosti and a pair indicates a condi-
tion hcondition, hosti) illustrates three possible ways for 
compromising host 2:a. The attacker on host 0 exploits a 
zero-day vulnerability in the HTTP service on host 1 and 
then uses it as a stepping stone to exploit another zero-day 
vulnerability in the secure shell service on host 2. b. He/
She exploits a zero-day vulnerability in the secure shell 
service on both hosts 1 and 2.c. He/She exploits a zero-
day vulnerability in the firewall (e.g., a default password) 
to circumvent the traffic blocking before compromising 
host 2. The above first and third cases require two dif-
ferent zero-day vulnerabilities, whereas the second only 
requires one zero-day vulnerability (in the secure shell 
service).

Existing efforts on network security metrics typically as-
sign numeric scores to vulnerabilities based on known 
facts about vulnerabilities.However, such a methodology 
is no longer applicable when we consider zero-day attacks. 
In fact, a popular criticism of past efforts on security met-
rics is that they cannot deal with unknown vulnerabilities, 
which are generally believed to be unmeasurable [21]. 
Unfortunately, without considering unknown vulnerabili-
ties, a security metric will only have questionable value at 
best, because it may determine a network configuration to 
be more secure while that configuration is in fact equally 
susceptible to zero-day attacks. We, thus, fall into the ag-
nosticism that security is not quantifiable until we can fix 
all potential security flaws but by then we certainly do not 
need security metric at all [21].

Proposed System:

In this paper, we propose a novel network security metric, 
k-zero day safety, to address this issue. Roughly speaking, 
instead of attempting to measure which unknown vulner-
abilities are more likely to exist, we start with the worst 
case assumption that this is not measurable.Our metric 
then simply counts how many zero-day vulnerabilities are 
required to compromise a network asset. 

A larger count will indicate a relatively more secure net-
work, because the likelihood of having more unknown 
vulnerabilities all available at the same time, applicable 
to the same network, and exploitable by the same attack-
er, will be lower. We will formally define the k-zero day 
safety metric based on an abstract model of networks and 
zero-day attacks. We analyze the complexity of comput-
ing the metric and design heuristic algorithms for address-
ing this complexity in special cases.
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A recent effort ranks different applications in the same 
system by how serious the services) are H ! 2S and privi-
leges privð:Þ : H ! 2P , and . the  that their exploitation 
requires a network connection between the source and 
destination hosts, a remotely accessible service on the 
destination host, and existing privilege on the source host. 
In addition, exploiting such a vulnerability can potentially 
yield any privilege on the destination host. Those assump-
tions are formalized as the first type of zero-day exploits 
in Definition 2. The second type of zero-day exploits in 
the definition represent privilege escalation following the 
exploitation of services.Definition 2 (Zero-day exploit). 
Given a network, for each remote service s, we define a 
zero-day vulnerability vs such that the zero-day exploit 
hvs; h; h0i has three econditions, hs; h0i (existence of ser-
vice), hh; h0i (connectivity), and hp; hi (attacker’s exist-
ing privilege); it has one postcondition hps; h0i where ps 
is the privilege of service s on h0.  for each privilege p, 
we define a zero-day vulnerability vp such that the pre-
conditions of the zero-day exploit hvp; h; hi include the 
privileges of remote services on h, and the postcondition 
is hp; hi.Now that we have defined zero-day exploits, it is 
straightforward to extend a traditional attack graph with 
zero-day exploits. Specifically, a zero-day attack graph is 
simply a directed graph composed of both zero-day and 
known exploits, with edges pointing from preconditions 
to corresponding exploits and from exploits to their post-
conditions.

Fig. 3 shows the zero-day attack graph of our (in this spe-
cial case, all exploits are zero day).In a zero-day attack 
graph, we use the notion of initial condition for conditions 
that are not postconditions of any exploit (e.g., initially 
satisfied conditions, or those as the result of insider at-
tacks or user mistakes). 

We also need the notion of attack sequence, that is, any 
sequence of exploits in which the preconditions of every 
exploit are either initial conditions, or postconditions of 
some preceding exploits (intuitively, this indicates an ex-
ecutable sequence of attacks). 

Therefore, the network can be compromised with at least 
one zero-day attack under policy 1.  2. Under policy 2, 
only the second case is different, as illustrated in the lower 
diagram in Fig. 2: a. The same as the above 1a. b. The at-
tacker exploits a zero-day vulnerability to circumvent the 
iptables rules before exploiting the secure shell service on 
both hosts 1 and 2. c. The same as the above 1c. All three 
cases now require two different zero-day vulnerabilities. 
The network can, thus, be compromised with at least two 
zero-day attacks under policy 2.Considering the fact that 
each zero-day attack has only a limited lifetime (before 
the vulnerability is disclosed and fixed), it is reasonable 
to assume that the likelihood of having a larger number 
of distinct zero-day vulnerabilities all available at the 
same time in this particular network will be significantly 
smaller (the probability will decrease exponentially if the 
occurrences of different vulnerabilities can be regarded as 
independent events; however, our metric will not depend 
on any specific statistical model, considering the process 
of finding vulnerabilities is believed to be chaotic). To re-
visit the above example, the network can be regarded as 
more secure under policy 2 than under policy 1 because 
the former requires more (two) zero-day  attacks to be 
compromised.The key observation here is that consider-
ing a network’s resistance to potential zero-day vulner-
abilities may assist in ranking the relative security of dif-
ferent network configurations, which may be otherwise 
indistinguishable under existing vulnerability analysis 
or attack graph-based techniques.The remainder of this 
paper will build upon this key observation and address 
remaining issues.

RELATED WORK:

Standardization efforts. There exist numerous standard-
ization efforts on security metrics, such as the Common 
Vulnerability Scoring System (CVSS) [24] and, more re-
cently, the Common Weakness Scoring System (CWSS) 
[37]. The former focuses on ranking known vulnerabili-
ties, whereas the latter on software weaknesses. Both 
CVSS and CWSS measure the relative severity of indi-
vidual vulnerabilities in isolation and do not address their 
overall impact. On the other hand, these efforts form a 
practical foundation for research on security metrics, as 
they provide security analysts and vendors standard ways 
for assigning numerical scores to known vulnerabilities 
that are already and the time to compromise of a system 
[11]. In our recent vulnerabilities [22], a report on the 
popularity of zero-day vulnerabilities  vulnerabilities are 
available).
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We demonstrate the usefulness of the metric by applying 
it to the evaluation of existing practices in network hard-
ening through a series of case studies.The contribution of 
this work is twofold. First, to the best of our knowledge, 
this is among the first efforts on network security metrics 
that is capable of modeling the security risk of unknown 
zero-day attacks. Second, we believe the metric would 
bring about new opportunities to the quantitative evalua-
tion, hardening, and design of secure networks.

Motivating Example:

Fig. 1 shows a toy example in which hosts 1 and 2 com-
prise the internal network. The firewall allows all out-
bound connection requests but blocks inbound requests to 
host 2.Assume the main security concern here is whether 
any attacker on host 0 can obtain the root privilege on 
host 2.Clearly, if we assume all the services to be free 
of known vulnerabilities, then a vulnerability scanner or 
attack graph will both draw the same conclusion that this 
network is secure attackers on host 0 cannot obtain the 
root privilege on host 2.Now, consider the following two 
iptables policies:  Policy 1. The iptables rules are left in 
a default configuration that accepts all requests. Policy 2. 
The iptables rules are configured to only allow specific 
IPs, excluding host 0, to access the ssh service.Clearly, 
because the network is already secure, policy 1 will be 
preferable due to its simplicity (no special iptables rules 
need to be configured by the administrator) and function-
ality (any external host may connect to the ssh service on 
host 1).However, a different conclusion can be drawn if 
we compare the above two policies with respect to the 
network’s resistance to potential zero-day vulnerabilities. 
Specifically, 1. Under policy 1, the upper diagram in Fig. 
2 (where each triple indicates an exploit hvulnerability, 
source host, destination hosti and a pair indicates a condi-
tion hcondition, hosti) illustrates three possible ways for 
compromising host 2:a. The attacker on host 0 exploits a 
zero-day vulnerability in the HTTP service on host 1 and 
then uses it as a stepping stone to exploit another zero-day 
vulnerability in the secure shell service on host 2. b. He/
She exploits a zero-day vulnerability in the secure shell 
service on both hosts 1 and 2.c. He/She exploits a zero-
day vulnerability in the firewall (e.g., a default password) 
to circumvent the traffic blocking before compromising 
host 2. The above first and third cases require two dif-
ferent zero-day vulnerabilities, whereas the second only 
requires one zero-day vulnerability (in the secure shell 
service).

Existing efforts on network security metrics typically as-
sign numeric scores to vulnerabilities based on known 
facts about vulnerabilities.However, such a methodology 
is no longer applicable when we consider zero-day attacks. 
In fact, a popular criticism of past efforts on security met-
rics is that they cannot deal with unknown vulnerabilities, 
which are generally believed to be unmeasurable [21]. 
Unfortunately, without considering unknown vulnerabili-
ties, a security metric will only have questionable value at 
best, because it may determine a network configuration to 
be more secure while that configuration is in fact equally 
susceptible to zero-day attacks. We, thus, fall into the ag-
nosticism that security is not quantifiable until we can fix 
all potential security flaws but by then we certainly do not 
need security metric at all [21].

Proposed System:

In this paper, we propose a novel network security metric, 
k-zero day safety, to address this issue. Roughly speaking, 
instead of attempting to measure which unknown vulner-
abilities are more likely to exist, we start with the worst 
case assumption that this is not measurable.Our metric 
then simply counts how many zero-day vulnerabilities are 
required to compromise a network asset. 

A larger count will indicate a relatively more secure net-
work, because the likelihood of having more unknown 
vulnerabilities all available at the same time, applicable 
to the same network, and exploitable by the same attack-
er, will be lower. We will formally define the k-zero day 
safety metric based on an abstract model of networks and 
zero-day attacks. We analyze the complexity of comput-
ing the metric and design heuristic algorithms for address-
ing this complexity in special cases.
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A recent effort ranks different applications in the same 
system by how serious the services) are H ! 2S and privi-
leges privð:Þ : H ! 2P , and . the  that their exploitation 
requires a network connection between the source and 
destination hosts, a remotely accessible service on the 
destination host, and existing privilege on the source host. 
In addition, exploiting such a vulnerability can potentially 
yield any privilege on the destination host. Those assump-
tions are formalized as the first type of zero-day exploits 
in Definition 2. The second type of zero-day exploits in 
the definition represent privilege escalation following the 
exploitation of services.Definition 2 (Zero-day exploit). 
Given a network, for each remote service s, we define a 
zero-day vulnerability vs such that the zero-day exploit 
hvs; h; h0i has three econditions, hs; h0i (existence of ser-
vice), hh; h0i (connectivity), and hp; hi (attacker’s exist-
ing privilege); it has one postcondition hps; h0i where ps 
is the privilege of service s on h0.  for each privilege p, 
we define a zero-day vulnerability vp such that the pre-
conditions of the zero-day exploit hvp; h; hi include the 
privileges of remote services on h, and the postcondition 
is hp; hi.Now that we have defined zero-day exploits, it is 
straightforward to extend a traditional attack graph with 
zero-day exploits. Specifically, a zero-day attack graph is 
simply a directed graph composed of both zero-day and 
known exploits, with edges pointing from preconditions 
to corresponding exploits and from exploits to their post-
conditions.

Fig. 3 shows the zero-day attack graph of our (in this spe-
cial case, all exploits are zero day).In a zero-day attack 
graph, we use the notion of initial condition for conditions 
that are not postconditions of any exploit (e.g., initially 
satisfied conditions, or those as the result of insider at-
tacks or user mistakes). 

We also need the notion of attack sequence, that is, any 
sequence of exploits in which the preconditions of every 
exploit are either initial conditions, or postconditions of 
some preceding exploits (intuitively, this indicates an ex-
ecutable sequence of attacks). 

Therefore, the network can be compromised with at least 
one zero-day attack under policy 1.  2. Under policy 2, 
only the second case is different, as illustrated in the lower 
diagram in Fig. 2: a. The same as the above 1a. b. The at-
tacker exploits a zero-day vulnerability to circumvent the 
iptables rules before exploiting the secure shell service on 
both hosts 1 and 2. c. The same as the above 1c. All three 
cases now require two different zero-day vulnerabilities. 
The network can, thus, be compromised with at least two 
zero-day attacks under policy 2.Considering the fact that 
each zero-day attack has only a limited lifetime (before 
the vulnerability is disclosed and fixed), it is reasonable 
to assume that the likelihood of having a larger number 
of distinct zero-day vulnerabilities all available at the 
same time in this particular network will be significantly 
smaller (the probability will decrease exponentially if the 
occurrences of different vulnerabilities can be regarded as 
independent events; however, our metric will not depend 
on any specific statistical model, considering the process 
of finding vulnerabilities is believed to be chaotic). To re-
visit the above example, the network can be regarded as 
more secure under policy 2 than under policy 1 because 
the former requires more (two) zero-day  attacks to be 
compromised.The key observation here is that consider-
ing a network’s resistance to potential zero-day vulner-
abilities may assist in ranking the relative security of dif-
ferent network configurations, which may be otherwise 
indistinguishable under existing vulnerability analysis 
or attack graph-based techniques.The remainder of this 
paper will build upon this key observation and address 
remaining issues.

RELATED WORK:

Standardization efforts. There exist numerous standard-
ization efforts on security metrics, such as the Common 
Vulnerability Scoring System (CVSS) [24] and, more re-
cently, the Common Weakness Scoring System (CWSS) 
[37]. The former focuses on ranking known vulnerabili-
ties, whereas the latter on software weaknesses. Both 
CVSS and CWSS measure the relative severity of indi-
vidual vulnerabilities in isolation and do not address their 
overall impact. On the other hand, these efforts form a 
practical foundation for research on security metrics, as 
they provide security analysts and vendors standard ways 
for assigning numerical scores to known vulnerabilities 
that are already and the time to compromise of a system 
[11]. In our recent vulnerabilities [22], a report on the 
popularity of zero-day vulnerabilities  vulnerabilities are 
available).
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Specifically, we formally defined the k-zero day safety 
model and showed that the metric satisfied the required 
algebraic properties of a metric function. We then studied 
the complexity of computing the metric and proposed ef-
ficient algorithms for determining the metric value. Next, 
we applied the proposed metric to the practical issue of 
network hardening and extended the metric tocharacter-
ize various hardening options; we also discussed in de-
tails how the abstract model may be instantiated for given 
networks in practice. Finally, we demonstrated how ap-
plying the proposed metric may lead to interesting and 
sometimes surprising results through a series of case stud-
ies; we also discussed how the metric may potentially be 
applicable to SCADA security.
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Specifically, we formally defined the k-zero day safety 
model and showed that the metric satisfied the required 
algebraic properties of a metric function. We then studied 
the complexity of computing the metric and proposed ef-
ficient algorithms for determining the metric value. Next, 
we applied the proposed metric to the practical issue of 
network hardening and extended the metric tocharacter-
ize various hardening options; we also discussed in de-
tails how the abstract model may be instantiated for given 
networks in practice. Finally, we demonstrated how ap-
plying the proposed metric may lead to interesting and 
sometimes surprising results through a series of case stud-
ies; we also discussed how the metric may potentially be 
applicable to SCADA security.
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