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INTRODUCTİON:

Data mining is the process of extracting useful information 
from large volumes of data. It is also known as Knowl-
edge Discovery in Databases (KDD) and it is used for 
data extraction from various databases such as relational 
databases, object-oriented databases, data warehouses, 
transactional databases etc. With the help of data mining 
tools we can predict behavior and future trends and make 
knowledge-driven decisions. With the growth of the in-
ternet and enormous data, it is difficult for the user to get 
relevant documents. Information Retrieval (IR) system 
retrieves information from a large repository of data in 
response to a user query. Given a set of documents in the 
database and a query given by user, subset of documents 
relevant to the query is to be retrieved in any Informa-
tion Retrieval system. In Relational databases, the data 
is commonly searched using Structured Query Language 
(SQL). Information needed to answer a keyword query is 
often split across the tables/tuples. If the user knows the 
schema of the database he can form suitable query for his 
needs.

The Mean Average Precision (MAP) of the best perform 
in  method(s) in the last data-centric track in INEX Work-
shop and Semantic Search Challenge for queries are about 
0.36 and 0.2, respectively. These results indicate that even 
with structured data, finding the desired answers to key-
word queries is still a hard task. More interestingly, look-
ing closer to the ranking quality of the best performing 
methods on both workshops, we notice that they all have 
been performing very poorly on a subset of queries. For 
instance, consider the query ancient Rome era over the 
IMDB data set. Users would like to see information about 
movies that talk about ancient Rome. For this query, the 
state-of the- art XML search methods which we imple-
mented return rankings of considerably lower quality than 
their average ranking quality over all queries.

ABSTRACT:

Users query in search engines using keywords and it’s a 
widely used form of querying. In response to a user need, 
or query, the task of an Information Retrieval system is 
to retrieve useful information from a large repository of 
data. Search engines usually do keyword matching only. 
As long as the query word is present in the document, it is 
fetched and presented to the user as the result of the query. 
If a user query is general and ambiguous, the query engine 
finds the query as a complex query as it cannot extract 
the exact result which the user expects. Search engines do 
not identify the needs behind the query hence most of the 
relevant documents are not retrieved. 

The difficulty of this task will be affected by various fac-
tors, relating to the system or algorithms used, to the prop-
erties of the data to be retrieved, or to the inherent diffi-
culty of the user’s information need. The effect of these 
factors upon retrieval performance is often referred to as 
query difficulty or complexity and the query is said to be 
a complex query. The aim of this paper is to analyze and 
study about the efficient query retrieval and prediction 
over the databases. In this approach, the Structured Ro-
bustness (SR) score algorithm is implemented to predict 
the effectiveness of the keyword queries over databases. 
Query reformulation method is used where the search en-
gine helps the user to reformulate their query by adding 
more specific keywords to it. The expected outcome ef-
fectively predicts the hard queries on structured data over 
databases. The ranking quality of the results provides a 
good user satisfaction.

Index Terms:

Query performance, query effectiveness, keyword query, 
robustness, databases.
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Query engine must assign each query words to schema el-
ements in the database. In this regard, this paper we study 
the properties of complex queries over databases and pro-
poses a method to detect such queries. The structure of the 
data in the given database is used to study about the de-
gree of the complexity of the query. The method used pre-
dicts the degree of the complexity of a query efficiently. 
Structured Robustness (SR) score, measures the difficulty 
of a query based on the differences between the rankings 
of the same query over the original and noisy (corrupted) 
versions of the same database. Finally, thresholding ap-
proach is used to define query difficulty metric.
	
LITERATURE SURVEY:
1 “Efficient IRstyle keyword search over rela-
tional databases,”

Applications in which plain text coexists with structured 
data are pervasive. Commercial relational database man-
agement systems (RDBMSs) generally provide querying 
capabilities for text attributes that incorporate state-of-
the-art information retrieval (IR) relevance ranking strat-
egies, but this search functionality requires that queries 
specify the exact column or columns against which a giv-
en list of keywords is to be matched. This requirement can 
be cumbersome and inflexible from a user perspective: 
good answers to a keyword query might need to be “as-
sembled” -in perhaps unforeseen ways- by joining tuples 
from multiple relations. 

This observation has motivated recent research on free-
form keyword search over RDBMSs. In this paper, we 
adapt IR-style document-relevance ranking strategies to 
the problem of processing free-form keyword queries over 
RDBMSs. Our query model can handle queries with both 
AND and OR semantics, and exploits the sophisticated 
single-column text-search functionality often available 
in commercial RDBMSs. We develop query-processing 
strategies that build on a crucial characteristic of IR-style 
keyword search: only the few most relevant matches -ac-
cording to some definition of “relevance”- are generally 
of interest. 

Consequently, rather than computing all matches for a 
keyword query, which leads to inefficient executions, our 
techniques focus on the top-k matches for the query, for 
moderate values of k. A thorough experimental evaluation 
over real data shows the performance advantages of our 
approach.

Hence, some queries are more difficult than others. More-
over, no matter which ranking method is used, we can-
not deliver a reasonable ranking for these queries. Table 
1 lists a sample of such hard queries from the two bench-
marks. Such a trend has been also observed for keyword 
queries over text document collections .In case of online 
databases, user usually does not have detailed knowledge 
of schema or query languages. Hence the desired results 
are not obtained. Keyword Query Interfaces (KQI) is the 
type of computer-human interface used for selecting the 
required data. Keyword queries on databases are used to 
provide easy access for the data to be searched. But, these 
data have low ranking quality in real world scenario. In 
response to a user‟s query the Search engines usually do 
keyword matching and return ranked list of all the docu-
ments containing the keywords specified in the query. The 
relevant documents may not be retrieved and/or retrieved 
instances may not be relevant (i.e. low precision and/or 
recall). Keyword search provides an alternative and easy 
way of querying in relational databases. One important 
advantage of keyword search is users need not have prior 
knowledge about the structures of the underlying data or 
the knowledge of complex structured query languages 
(e.g., SQL) for querying their information needs. 

In the event that the query is general, it is hard to recognize 
the specific record on which the user is interested. The us-
ers are required to filter through a not insignificant run-
down of off-subject reports. The queries which are hard 
to answer effectively by the Information Retrieval (IR) 
system are called hard queries or complex queries. Thus, 
the query engine should identify and search the desired 
attributes associated with each term given in the query. 
Thus, it is important to distinguish such queries that are 
liable to have low positioning quality with a specific end 
goal to enhance the user fulfillment level. The topic of 
how to find data of interest of user in the World Wide Web 
is raised by the Web Search Problem. Majority of queries 
requested to the Internet search engines by the users are 
general, few words in length. Low quality searches are 
many and therefore methods of dealing with the results 
of such queries are needed. One method is filtering of the 
ranked list of documents, varying from simple pruning 
techniques to advanced Artificial Intelligence algorithms. 
Although they limit the total length of the ranked list, it 
is difficult for users to locate the specific documents they 
searched for. The search engines can also help the users 
to refine their query by adding more specific keywords 
to it.
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4. “A probabilistic retrieval model for semi-
structured data,”

Retrieving semistructured (XML) data typically requires 
either a structured query such as XPath, or a keyword que-
ry that does not take structure into account. In this paper, 
we infer structural information automatically from key-
word queries and incorporate this into a retrieval model. 
More specifically, we propose the concept of a mapping 
probability, which maps each query word into a related 
field (or XML element). This mapping probability is used 
as a weight to combine the language models estimated 
from each field. Experiments on two test collections show 
that our retrieval model based on mapping probabilities 
outperforms baseline techniques significantly.

5. “Structured annotations of web queries,”

Queries asked on web search engines often target struc-
tured data, such as commercial products, movie show 
times, or airline schedules. However, surfacing relevant 
results from such data is a highly challenging problem, 
due to the unstructured language of the web queries, and 
the imposing scalability and speed requirements of web 
search. In this paper, we discover latent structured seman-
tics in web queries and produce Structured Annotations 
for them. We consider an annotation as a mapping of a 
query to a table of structured data and attributes of this 
table. Given a collection of structured tables, we present 
a fast and scalable tagging mechanism for obtaining all 
possible annotations of a query over these tables. Howev-
er, we observe that for a given query only few are sensible 
for the user needs. We thus propose a principled probabi-
listic scoring mechanism, using a generative model, for 
assessing the likelihood of a structured annotation, and 
we define a dynamic threshold for filtering out misinter-
preted query annotations. Our techniques are completely 
unsupervised, obviating the need for costly manual label-
ing effort. We evaluated our techniques using real world 
queries and data and present promising experimental re-
sults.

EXISTING SYSTEM:

Researchers have proposed methods to predict hard que-
ries over unstructured text documents. This project can 
broadly categorize these methods into two groups: pre-
retrieval and post-retrieval methods. 

2. “SPARK: Top-k keyword query in relation-
al databases,”

With the increasing amount of text data stored in rela-
tional databases, there is a demand for RDBMS to support 
keyword queries over text data. As a search result is of-
ten assembled from multiple relational tables, traditional 
IR-style ranking and query evaluation methods cannot 
be applied directly.In this paper, we study the effective-
ness and the efficiency issues of answering top-k keyword 
query in relational database systems. We propose a new 
ranking formula by adapting existing IR techniques based 
on a natural notion of virtual document. Compared with 
previous approaches, our new ranking method is simple 
yet effective, and agrees with human perceptions. We 
also study efficient query processing methods for the new 
ranking method, and propose algorithms that have mini-
mal accesses to the database. We have conducted exten-
sive experiments on large-scale real databases using two 
popular RDBMSs. The experimental results demonstrate 
significant improvement to the alternative approaches in 
terms of retrieval effectiveness and efficiency.

3. ‘’A framework to improve keyword search 
over entity databases,”

Keyword search over entity databases (e.g., product, 
movie databases) is an important problem. Current tech-
niques for keyword search on databases may often return 
incomplete and imprecise results. On the one hand, they 
either require that relevant entities contain all (or most) of 
the query keywords, or that relevant entities and the que-
ry keywords occur together in several documents from 
a known collection. Neither of these requirements may 
be satisfied for a number of user queries. Hence results 
for such queries are likely to be incomplete in that highly 
relevant entities may not be returned. On the other hand, 
although some returned entities contain all (or most) of 
the query keywords, the intention of the keywords in the 
query could be different from that in the entities. There-
fore, the results could also be imprecise. To remedy this 
problem, in this paper, we propose a general framework 
that can improve an existing search interface by translat-
ing a keyword query to a structured query. Specifically, 
we leverage the keyword to attribute value associations 
discovered in the results returned by the original search 
interface. We show empirically that the translated struc-
tured queries alleviate the above problems. 
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Query engine must assign each query words to schema el-
ements in the database. In this regard, this paper we study 
the properties of complex queries over databases and pro-
poses a method to detect such queries. The structure of the 
data in the given database is used to study about the de-
gree of the complexity of the query. The method used pre-
dicts the degree of the complexity of a query efficiently. 
Structured Robustness (SR) score, measures the difficulty 
of a query based on the differences between the rankings 
of the same query over the original and noisy (corrupted) 
versions of the same database. Finally, thresholding ap-
proach is used to define query difficulty metric.
	
LITERATURE SURVEY:
1 “Efficient IRstyle keyword search over rela-
tional databases,”

Applications in which plain text coexists with structured 
data are pervasive. Commercial relational database man-
agement systems (RDBMSs) generally provide querying 
capabilities for text attributes that incorporate state-of-
the-art information retrieval (IR) relevance ranking strat-
egies, but this search functionality requires that queries 
specify the exact column or columns against which a giv-
en list of keywords is to be matched. This requirement can 
be cumbersome and inflexible from a user perspective: 
good answers to a keyword query might need to be “as-
sembled” -in perhaps unforeseen ways- by joining tuples 
from multiple relations. 

This observation has motivated recent research on free-
form keyword search over RDBMSs. In this paper, we 
adapt IR-style document-relevance ranking strategies to 
the problem of processing free-form keyword queries over 
RDBMSs. Our query model can handle queries with both 
AND and OR semantics, and exploits the sophisticated 
single-column text-search functionality often available 
in commercial RDBMSs. We develop query-processing 
strategies that build on a crucial characteristic of IR-style 
keyword search: only the few most relevant matches -ac-
cording to some definition of “relevance”- are generally 
of interest. 

Consequently, rather than computing all matches for a 
keyword query, which leads to inefficient executions, our 
techniques focus on the top-k matches for the query, for 
moderate values of k. A thorough experimental evaluation 
over real data shows the performance advantages of our 
approach.

Hence, some queries are more difficult than others. More-
over, no matter which ranking method is used, we can-
not deliver a reasonable ranking for these queries. Table 
1 lists a sample of such hard queries from the two bench-
marks. Such a trend has been also observed for keyword 
queries over text document collections .In case of online 
databases, user usually does not have detailed knowledge 
of schema or query languages. Hence the desired results 
are not obtained. Keyword Query Interfaces (KQI) is the 
type of computer-human interface used for selecting the 
required data. Keyword queries on databases are used to 
provide easy access for the data to be searched. But, these 
data have low ranking quality in real world scenario. In 
response to a user‟s query the Search engines usually do 
keyword matching and return ranked list of all the docu-
ments containing the keywords specified in the query. The 
relevant documents may not be retrieved and/or retrieved 
instances may not be relevant (i.e. low precision and/or 
recall). Keyword search provides an alternative and easy 
way of querying in relational databases. One important 
advantage of keyword search is users need not have prior 
knowledge about the structures of the underlying data or 
the knowledge of complex structured query languages 
(e.g., SQL) for querying their information needs. 

In the event that the query is general, it is hard to recognize 
the specific record on which the user is interested. The us-
ers are required to filter through a not insignificant run-
down of off-subject reports. The queries which are hard 
to answer effectively by the Information Retrieval (IR) 
system are called hard queries or complex queries. Thus, 
the query engine should identify and search the desired 
attributes associated with each term given in the query. 
Thus, it is important to distinguish such queries that are 
liable to have low positioning quality with a specific end 
goal to enhance the user fulfillment level. The topic of 
how to find data of interest of user in the World Wide Web 
is raised by the Web Search Problem. Majority of queries 
requested to the Internet search engines by the users are 
general, few words in length. Low quality searches are 
many and therefore methods of dealing with the results 
of such queries are needed. One method is filtering of the 
ranked list of documents, varying from simple pruning 
techniques to advanced Artificial Intelligence algorithms. 
Although they limit the total length of the ranked list, it 
is difficult for users to locate the specific documents they 
searched for. The search engines can also help the users 
to refine their query by adding more specific keywords 
to it.
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4. “A probabilistic retrieval model for semi-
structured data,”

Retrieving semistructured (XML) data typically requires 
either a structured query such as XPath, or a keyword que-
ry that does not take structure into account. In this paper, 
we infer structural information automatically from key-
word queries and incorporate this into a retrieval model. 
More specifically, we propose the concept of a mapping 
probability, which maps each query word into a related 
field (or XML element). This mapping probability is used 
as a weight to combine the language models estimated 
from each field. Experiments on two test collections show 
that our retrieval model based on mapping probabilities 
outperforms baseline techniques significantly.

5. “Structured annotations of web queries,”

Queries asked on web search engines often target struc-
tured data, such as commercial products, movie show 
times, or airline schedules. However, surfacing relevant 
results from such data is a highly challenging problem, 
due to the unstructured language of the web queries, and 
the imposing scalability and speed requirements of web 
search. In this paper, we discover latent structured seman-
tics in web queries and produce Structured Annotations 
for them. We consider an annotation as a mapping of a 
query to a table of structured data and attributes of this 
table. Given a collection of structured tables, we present 
a fast and scalable tagging mechanism for obtaining all 
possible annotations of a query over these tables. Howev-
er, we observe that for a given query only few are sensible 
for the user needs. We thus propose a principled probabi-
listic scoring mechanism, using a generative model, for 
assessing the likelihood of a structured annotation, and 
we define a dynamic threshold for filtering out misinter-
preted query annotations. Our techniques are completely 
unsupervised, obviating the need for costly manual label-
ing effort. We evaluated our techniques using real world 
queries and data and present promising experimental re-
sults.

EXISTING SYSTEM:

Researchers have proposed methods to predict hard que-
ries over unstructured text documents. This project can 
broadly categorize these methods into two groups: pre-
retrieval and post-retrieval methods. 

2. “SPARK: Top-k keyword query in relation-
al databases,”

With the increasing amount of text data stored in rela-
tional databases, there is a demand for RDBMS to support 
keyword queries over text data. As a search result is of-
ten assembled from multiple relational tables, traditional 
IR-style ranking and query evaluation methods cannot 
be applied directly.In this paper, we study the effective-
ness and the efficiency issues of answering top-k keyword 
query in relational database systems. We propose a new 
ranking formula by adapting existing IR techniques based 
on a natural notion of virtual document. Compared with 
previous approaches, our new ranking method is simple 
yet effective, and agrees with human perceptions. We 
also study efficient query processing methods for the new 
ranking method, and propose algorithms that have mini-
mal accesses to the database. We have conducted exten-
sive experiments on large-scale real databases using two 
popular RDBMSs. The experimental results demonstrate 
significant improvement to the alternative approaches in 
terms of retrieval effectiveness and efficiency.

3. ‘’A framework to improve keyword search 
over entity databases,”

Keyword search over entity databases (e.g., product, 
movie databases) is an important problem. Current tech-
niques for keyword search on databases may often return 
incomplete and imprecise results. On the one hand, they 
either require that relevant entities contain all (or most) of 
the query keywords, or that relevant entities and the que-
ry keywords occur together in several documents from 
a known collection. Neither of these requirements may 
be satisfied for a number of user queries. Hence results 
for such queries are likely to be incomplete in that highly 
relevant entities may not be returned. On the other hand, 
although some returned entities contain all (or most) of 
the query keywords, the intention of the keywords in the 
query could be different from that in the entities. There-
fore, the results could also be imprecise. To remedy this 
problem, in this paper, we propose a general framework 
that can improve an existing search interface by translat-
ing a keyword query to a structured query. Specifically, 
we leverage the keyword to attribute value associations 
discovered in the results returned by the original search 
interface. We show empirically that the translated struc-
tured queries alleviate the above problems. 
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 We model a database as a set of entity sets. Each entity 
set S is a collection of entities E. For instance, movies and 
people are two entity sets in IMDB.

We ignore the physical representation of data in this *	
paper. That is, an entity could be stored in an XML file 
or a set of normalized relational tables. The above model 
has been widely used in works on entity search and data-
centric XML retrieval [8], and has the advantage that it 
can be easily mapped to both XML and relational data.

Ranking for Structured Data:

In this module we present the Ranking Robustness *	
Principle, which argues that there is a (negative) corre-
lation between the difficulty of a query and its ranking 
robustness in the presence of noise in the data.

The degree of the difficulty of a query is positively cor-*	
related with the robustness of its ranking over the original 
and the corrupted versions of the collection. We call this 
observation the Ranking Robustness Principle.

Corruption Module:

The first challenge in using the Ranking Robustness *	
Principle for databases is to define data corruption for 
structured data. For that, we model a database DB using 
a generative probabilistic model based on its building 
blocks, which are terms, attribute values, attributes, and 
entity sets. 

A corrupted version of DB can be seen as a random *	
sample of such a probabilistic model.

Ranking Module:

Each ranking algorithm uses some statistics about *	
query terms or attributes values over the whole content 
of DB. Some examples of such statistics are the number 
of occurrences of a query term in all attributes values of 
the DB or total number of attribute values in each attri-
bute and entity set. These global statistics are stored in M 
(metadata) and I (inverted indexes) in the SR Algorithm 
pseudocode.

SR Algorithm generates the noise in the DB on-the-fly *	
during query processing. Since it corrupts only the top K 
entities, which are anyways returned by the ranking mod-
ule, it does not perform any extra I/O access to the DB, 
except to lookup some statistics.  Moreover, it uses the 
information which is already computed and stored in in-
verted indexes and does not require any extra index.

Pre-retrieval methods predict the difficulty of a query 
without computing its results. These methods usually 
use the statistical properties of the terms in the query to 
measure specificity, ambiguity, or term-relatedness of the 
query to predict its difficulty. Examples of these statistical 
characteristics are average inverse document frequency of 
the query terms or the number of documents that contain 
at least one query term. These methods generally assume 
that the more discriminative the query terms are, the eas-
ier the query will be. Empirical studies indicate that these 
methods have limited prediction accuracies. Post-retrieval 
methods utilize the results of a query to predict its difficul-
ty and generally fall into one of the following categories. 
Clarity-score-based: The methods based on the concept of 
clarity score assume that users are interested in a very few 
topics, so they deem a query easy if its results belong to 
very few topic(s) and therefore, sufficiently distinguish-
able from other documents in the collection. Researchers 
have shown that this approach predicts the difficulty of a 
query more accurately than pre-retrieval based methods 
for text documents. Some systems measure the distin-
guishability of the queries results from the documents in 
the collection by comparing the probability distribution 
of terms in the results with the probability distribution of 
terms in the whole collection.

PROPOSED SYSTEM:

In this project, this project analyze the characteristics 
of difficult queries over databases and propose a novel 
method to detect such queries. This project take advan-
tage of the structure of the data to gain insight about the 
degree of the difficulty of a query given the database. This 
project introduce the problem of predicting the degree of 
the difficulty for queries over databases. This project also 
analyze the reasons that make a query difficult to answer 
by KQIs. This project propose the Structured Robustness 
(SR) score, which measures the difficulty of a query based 
on the differences between the rankings of the same que-
ry over the original and noisy (corrupted) versions of the 
same database, where the noise spans on both the content 
and the structure of the result entities. This project present 
an algorithm to compute the SR score, and parameters to 
tune its performance.

Data and Query Modeling:

In this module, first we develop a System Model for *	
our proposed System.
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RESULTS:

The database used for this work contains 500 records. 
When a user issues a query, which is not ambiguous, rel-
evant records were fetched by the retrieval system. For a 
complex query, having difficulty metric above the thresh-
old, the user is asked to provide description about the que-
ry with one or more keywords. Based on the keywords 
provided by the user relevant records were fetched. Num-
bers of records fetched were less for easy query, where 
as for complex query which is ambiguous, three or more 
records fetched with the most relevant record at the top of 
the list. The ranking quality of the results provided a good 
user satisfaction. The algorithm predicts the complexity 
of queries with fewer errors and in negligible time.

CONCLUSION AND FUTURE WORK:

This paper focuses on main problem of retrieving appro-
priate top results for a keyword query and predicting the 
difficulty level of the query. In this paper, we analyze the 
properties of complex queries and measure the degree of 
complexity of a keyword query over a database. SR al-
gorithm is used for difficult keyword queries prediction 
over databases. We measured the degree of the complex-
ity of a query over a database, using the ranking robust-
ness principle. The framework efficiently predicts the ef-
fectiveness of a keyword query. The future work can be 
extending this framework to estimate query difficulty by 
using different entity sets and also on other ranking prob-
lems on databases. It can be extended for semi-structured 
keyword queries with operators and supporting phrases 
provided by the user.
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 We model a database as a set of entity sets. Each entity 
set S is a collection of entities E. For instance, movies and 
people are two entity sets in IMDB.

We ignore the physical representation of data in this *	
paper. That is, an entity could be stored in an XML file 
or a set of normalized relational tables. The above model 
has been widely used in works on entity search and data-
centric XML retrieval [8], and has the advantage that it 
can be easily mapped to both XML and relational data.

Ranking for Structured Data:

In this module we present the Ranking Robustness *	
Principle, which argues that there is a (negative) corre-
lation between the difficulty of a query and its ranking 
robustness in the presence of noise in the data.

The degree of the difficulty of a query is positively cor-*	
related with the robustness of its ranking over the original 
and the corrupted versions of the collection. We call this 
observation the Ranking Robustness Principle.

Corruption Module:

The first challenge in using the Ranking Robustness *	
Principle for databases is to define data corruption for 
structured data. For that, we model a database DB using 
a generative probabilistic model based on its building 
blocks, which are terms, attribute values, attributes, and 
entity sets. 

A corrupted version of DB can be seen as a random *	
sample of such a probabilistic model.

Ranking Module:

Each ranking algorithm uses some statistics about *	
query terms or attributes values over the whole content 
of DB. Some examples of such statistics are the number 
of occurrences of a query term in all attributes values of 
the DB or total number of attribute values in each attri-
bute and entity set. These global statistics are stored in M 
(metadata) and I (inverted indexes) in the SR Algorithm 
pseudocode.

SR Algorithm generates the noise in the DB on-the-fly *	
during query processing. Since it corrupts only the top K 
entities, which are anyways returned by the ranking mod-
ule, it does not perform any extra I/O access to the DB, 
except to lookup some statistics.  Moreover, it uses the 
information which is already computed and stored in in-
verted indexes and does not require any extra index.

Pre-retrieval methods predict the difficulty of a query 
without computing its results. These methods usually 
use the statistical properties of the terms in the query to 
measure specificity, ambiguity, or term-relatedness of the 
query to predict its difficulty. Examples of these statistical 
characteristics are average inverse document frequency of 
the query terms or the number of documents that contain 
at least one query term. These methods generally assume 
that the more discriminative the query terms are, the eas-
ier the query will be. Empirical studies indicate that these 
methods have limited prediction accuracies. Post-retrieval 
methods utilize the results of a query to predict its difficul-
ty and generally fall into one of the following categories. 
Clarity-score-based: The methods based on the concept of 
clarity score assume that users are interested in a very few 
topics, so they deem a query easy if its results belong to 
very few topic(s) and therefore, sufficiently distinguish-
able from other documents in the collection. Researchers 
have shown that this approach predicts the difficulty of a 
query more accurately than pre-retrieval based methods 
for text documents. Some systems measure the distin-
guishability of the queries results from the documents in 
the collection by comparing the probability distribution 
of terms in the results with the probability distribution of 
terms in the whole collection.

PROPOSED SYSTEM:

In this project, this project analyze the characteristics 
of difficult queries over databases and propose a novel 
method to detect such queries. This project take advan-
tage of the structure of the data to gain insight about the 
degree of the difficulty of a query given the database. This 
project introduce the problem of predicting the degree of 
the difficulty for queries over databases. This project also 
analyze the reasons that make a query difficult to answer 
by KQIs. This project propose the Structured Robustness 
(SR) score, which measures the difficulty of a query based 
on the differences between the rankings of the same que-
ry over the original and noisy (corrupted) versions of the 
same database, where the noise spans on both the content 
and the structure of the result entities. This project present 
an algorithm to compute the SR score, and parameters to 
tune its performance.

Data and Query Modeling:

In this module, first we develop a System Model for *	
our proposed System.
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RESULTS:

The database used for this work contains 500 records. 
When a user issues a query, which is not ambiguous, rel-
evant records were fetched by the retrieval system. For a 
complex query, having difficulty metric above the thresh-
old, the user is asked to provide description about the que-
ry with one or more keywords. Based on the keywords 
provided by the user relevant records were fetched. Num-
bers of records fetched were less for easy query, where 
as for complex query which is ambiguous, three or more 
records fetched with the most relevant record at the top of 
the list. The ranking quality of the results provided a good 
user satisfaction. The algorithm predicts the complexity 
of queries with fewer errors and in negligible time.

CONCLUSION AND FUTURE WORK:

This paper focuses on main problem of retrieving appro-
priate top results for a keyword query and predicting the 
difficulty level of the query. In this paper, we analyze the 
properties of complex queries and measure the degree of 
complexity of a keyword query over a database. SR al-
gorithm is used for difficult keyword queries prediction 
over databases. We measured the degree of the complex-
ity of a query over a database, using the ranking robust-
ness principle. The framework efficiently predicts the ef-
fectiveness of a keyword query. The future work can be 
extending this framework to estimate query difficulty by 
using different entity sets and also on other ranking prob-
lems on databases. It can be extended for semi-structured 
keyword queries with operators and supporting phrases 
provided by the user.
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