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Typically, the shortest path is computed by offline data 
pre-stored in the navigation systems and the weight (travel 
time) of the road edges is estimated by the road distance 
or historical data. Unfortunately, road traffic circumstanc-
es change over time. Without live traffic circumstances, 
the route returned by the navigation system is no longer 
guaranteed an accurate result. We demonstrate this by an 
example in Fig. 1. Suppose that we are driving from Lord 
& Taylor (label A) to Mt Vernon Hotel Museum (label 
B) in Manhattan,NY. Those old navigation systems would 
suggest a route based on the pre-stored distance informa-
tion as shown in Fig. 1a.

Note that this route passes through four road maintenance 
operations (indicated by maintenance icons) and one traf-
fic congested road (indicated by a red line). In fact, if we 
take traffic circumstances into account, then we prefer the 
route in Fig. 1b rather than the route in Fig. 1a. Nowadays, 
several online services provide live traffic data (by ana-
lyzing collected data from road sensors, traffic cameras, 
and crowdsourcing techniques), such as Google- Map [9], 
Navteq [10], INRIX Traffic Information Provider [11], 
and TomTom NV [12], etc. These systems can calculate 
the snapshot shortest path .

ABSTRACT:

The online shortest path problem aims at computing the 
shortest path based on live traffic circumstances. This 
is very important in modern car navigation systems as 
it helps drivers to make sensible decisions. To our best 
knowledge, there is no efficient system/solution that can 
offer affordable costs at both client and server sides for 
online shortest path computation. Unfortunately, the con-
ventional client-server architecture scales poorly with 
the number of clients. A promising approach is to let the 
server collect live traffic information and then broadcast 
them over radio or wireless network. This approach has 
excellent scalability with the number of clients. Thus, we 
develop a new framework called live traffic index (LTI) 
which enables drivers to quickly and effectively collect 
the live traffic information on the broadcasting channel. 
An impressive result is that the driver can compute/up-
date their shortest path result by receiving only a small 
fraction of the index. Our experimental study shows that 
LTI is robust to various parameters and it offers relatively 
short tune-in cost (at client side), fast query response time 
(at client side), small broadcast size (at server side), and 
light maintenance time (at server side) for online shortest 
path problem. 

Index Terms:
Shortest path, air index, broadcasting.

INTRODUCTION:

SHORTEST path computation is an important function in 
modern car navigation systems and has been extensively 
studied in [1], [2], [3], [4], [5], [6], [7], [8]. This function 
helps a driver to figure out the best route from his current 
position to destination.
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ADVANTAGES OF PROPOSED SYSTEM:

1. The server periodically updates the travel times on 
these paths based on the latest traffic, and reports the cur-
rent best path to the corresponding user.
2. Efficiently maintains the index for live traffic circum-
stances.
3. To the best of our knowledge, this is the first work to 
give a thorough cost analysis on the hierarchical index 
techniques and apply stochastic process to optimize the 
index hierarchical structure.
4. LTI efficiently maintains the index for live traffic cir-
cumstances by incorporating Dynamic Shortest Path Tree 
(DSPT) into hierarchial index techniques. In addition, a 
bounded version of DSPT is proposed to further reduce 
the broadcast overhead.
5. LTI reduces the tune-in cost up to an order of mag-
nitude as compared to the state-of-the-art competitors; 
while it still provides competitive query response time, 
broadcast size, and maintenance time.

PRELIMINARY:
Performance Factors:

The main performance factors involved in OSP are: (i) 
tunein cost (at client side), (ii) broadcast size (at server 
side), and (iii) maintenance time (at server side), and (iv) 
query response time (at client side). In this work, we pri-
oritize the tune-in cost as the main optimized factor since 
it affects the duration of client receivers into active mode 
and power consumption is essentially determined by the 
tuning cost (i.e., number of packets received) [17], [23]. 
In addition, shortening the duration of active mode en-
ables the clients to receive more services simultaneously 
by selective tuning [24]. These services mayinclude pro-
viding live weather information, delivering latest promo-
tions in surrounding area, and monitoring availability of 
parking slots at destination. If we minimize the tune-in 
cost of one service, then we reserve more resources for 
other services. The index maintenance time and broadcast 
size relate to the freshness of the live traffic information. 
The maintenance time is the time required to update the 
index according to live traffic information. The broadcast 
size is relevant to the latency of receiving the latest index 
information. As the freshness is one of our main design 
criteria, we must provide reasonable costs for these two 
factors. The last factor is the response time at client side. 
Given a proper index structure, the response time of short-
est path computation can be very fast (i.e.,

queries based on current live traffic data; however, they do 
not report routes to drivers continuously due to high oper-
ating costs. Answering the shortest paths on the live traf-
fic data can be viewed as a continuous monitoring prob-
lem in spatial databases, which is termed online shortest 
paths computation (OSP) in this work.To the best of our 
knowledge, this problem has not received much attention 
and the costs of answering such continuous queries vary 
hugely in different system architectures.

Existing System:

Nowadays, several online services provide live traffic data 
(by analyzing collected data from road sensors, traffic 
cameras, and crowdsourcing techniques), such as Google-
Map , Navteq , INRIX Traffic Information Provider , and 
TomTom NV , etc. These systems can calculate the snap-
shot shortest path queries based on current live raffic data; 
however, they do not report routes to drivers continuously 
due to high operating costs. Answering the shortest paths 
on the live traffic data can be viewed as a continuous 
monitoring problem in spatial databases, which is termed 
online shortest paths computation (OSP) in this work. To 
the best of our knowledge, this problem has not received 
much attention and the costs of answering such continu-
ous queries vary hugely in different system architectures. 
Typical client-server architecture can be used to answer 
shortest path queries on live traffic data. 

DISADVANTAGES OF EXISTING SYS-
TEM:
1. Scalability limitations in terms of network bandwidth 
and server loading. 
 2. Online Shortest Paths computation is not much atten-
tion.

Proposed System:

Motivated by the lack of off-the-shelf solution for OSP, 
in this paper we present a new solution based on the in-
dex transmission model by introducing live traffic index 
(LTI) as the core technique. LTI is expected to provide 
relatively short tune-in cost (at client side), fast query 
response time (at client side), small broadcast size (at 
server side), and light maintenance time (at server side) 
for OSP.The index structure of LTI is optimized by two 
novel techniques, graph partitioning and stochastic-based 
construction, after conducting a thorough analysis on the 
hierarchical index techniques.
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(3) Efficient computation on a portion of entire index. 
This property enables clients to compute shortest path on 
a portion of the entire index. The computation at com-
ponent d gets improved since it is executed on a smaller 
graph. This property also reduces the amount of data re-
ceived andenergy consumed at component c. Inspired by 
these properties, LTI has relatively short tune-in cost (at 
client side), fast query response time (at client side), small 
broadcast size (at server side), and light index maintenance 
time (at server side) for OSP. As discussed in Section 2.2, 
the hierarchical index structures enable clients to compute 
the shortest path on a portion of entire index. However, 
without pairing up with the first and second features, the 
communication and computation costs are still infeasible 
for OSP. To achieve these two features, in  Sections 4 and 
6, we will discuss how to optimize the hierarchical struc-
ture and efficiently maintain the index according to live 
traffic circumstances.

LTI TRANSMISSION:
Broadcasting Scheme:

The broadcasting model uses radio or wireless network 
(e.g., 3G, LTE, Mobile WiMAX) as the transmission me-
dium. When the server broadcasts a data set (i.e., a “pro-
gramme”), all clients can listen to the data set concurrently. 
Thus, this transmission model scales well independent of 
the number of clients. A broadcasting scheme is a proto-
col to be followed by the server and the clients. The (1,m) 
interleaving scheme [23] is one of the best broadcasting 
schemes. Table 1 shows an example broadcasting cycle 
with m ¼ 3 packets and the entire data set contains six 
data items. First, the server partitions the data set into m 
equi-sized data segments. Each packet contains a header 
and a data segment, where a header describes the broad-
casting schedule of all packets. In this example, the vari-
ables i and n in each header represent the last broadcasted 
itemand the total number of items. The server periodically 
broadcasts a sequence of packets (called as a broadcast 
cycle).We use a concrete example to demonstrate how a 
client receives her data from the broadcast channel. Sup-
pose that a client wishes to query for the data object o5. 
First, the client tunes in the broadcast channel and waits 
until the next header is broadcasted. For instance, the cli-
ent is listening to the header of the first packet, and finds 
out that the third packet contains o5. In order to preserve 
energy, the client sleeps until the broadcasting time of that 
packet. Then, it wake-ups and reads the requested data 
item from the packet.

few milliseconds on large road maps) which is negligible 
compared to access latency for current wireless network 
speed. The computation also consumes power but their 
effect is outweighed by communication. It remains, how-
ever, anevaluated factor for OSP.

LTI OVERVIEW AND OBJECTIVES:
LTI Overview:

A road network monitoring system typically consists 
of a service provider, a large number of mobile clients 
(e.g., vehicles), and a traffic provider (e.g., GoogleMap, 
NAVTEQ, INRIX, etc.). Fig. 3 shows an architectural 
overview of this system in the context of our live traf-
fic index framework. The traffic provider collects the live 
traffic circumstances from the traffic monitors via tech-
niques like road sensors and traffic video analysis. The 
service provider periodically receives live traffic updates 
from the traffic provider and broadcasts the live traffic 
index on radio or wireless network (e.g., 3G, LTE, Mobile 
WiMAX, etc.). When a mobile client wishes to compute 
and monitor a shortest path, it listens to the live traffic 
index and reads the relevant portion of the index for com-
puting the shortest path.

LTI Objectives:

To optimize the performance of the LTI components, our 
solution should support the following features. (1) Effi-
cient maintenance strategy. Without efficient maintenance 
strategy, long maintenance time is needed at server side so 
that the traffic information is no longer live. This can re-
duce the maintenance time spent at component a.(2) Light 
index overhead. The index size must be controlled in a 
reasonable ratio to the entire road map data. This reduces 
not only the length of a broadcast cycle, but also makes 
clients listen fewer packets in the broadcast channel. This 
can save the communication cost at components b and c.
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ADVANTAGES OF PROPOSED SYSTEM:

1. The server periodically updates the travel times on 
these paths based on the latest traffic, and reports the cur-
rent best path to the corresponding user.
2. Efficiently maintains the index for live traffic circum-
stances.
3. To the best of our knowledge, this is the first work to 
give a thorough cost analysis on the hierarchical index 
techniques and apply stochastic process to optimize the 
index hierarchical structure.
4. LTI efficiently maintains the index for live traffic cir-
cumstances by incorporating Dynamic Shortest Path Tree 
(DSPT) into hierarchial index techniques. In addition, a 
bounded version of DSPT is proposed to further reduce 
the broadcast overhead.
5. LTI reduces the tune-in cost up to an order of mag-
nitude as compared to the state-of-the-art competitors; 
while it still provides competitive query response time, 
broadcast size, and maintenance time.

PRELIMINARY:
Performance Factors:

The main performance factors involved in OSP are: (i) 
tunein cost (at client side), (ii) broadcast size (at server 
side), and (iii) maintenance time (at server side), and (iv) 
query response time (at client side). In this work, we pri-
oritize the tune-in cost as the main optimized factor since 
it affects the duration of client receivers into active mode 
and power consumption is essentially determined by the 
tuning cost (i.e., number of packets received) [17], [23]. 
In addition, shortening the duration of active mode en-
ables the clients to receive more services simultaneously 
by selective tuning [24]. These services mayinclude pro-
viding live weather information, delivering latest promo-
tions in surrounding area, and monitoring availability of 
parking slots at destination. If we minimize the tune-in 
cost of one service, then we reserve more resources for 
other services. The index maintenance time and broadcast 
size relate to the freshness of the live traffic information. 
The maintenance time is the time required to update the 
index according to live traffic information. The broadcast 
size is relevant to the latency of receiving the latest index 
information. As the freshness is one of our main design 
criteria, we must provide reasonable costs for these two 
factors. The last factor is the response time at client side. 
Given a proper index structure, the response time of short-
est path computation can be very fast (i.e.,

queries based on current live traffic data; however, they do 
not report routes to drivers continuously due to high oper-
ating costs. Answering the shortest paths on the live traf-
fic data can be viewed as a continuous monitoring prob-
lem in spatial databases, which is termed online shortest 
paths computation (OSP) in this work.To the best of our 
knowledge, this problem has not received much attention 
and the costs of answering such continuous queries vary 
hugely in different system architectures.

Existing System:

Nowadays, several online services provide live traffic data 
(by analyzing collected data from road sensors, traffic 
cameras, and crowdsourcing techniques), such as Google-
Map , Navteq , INRIX Traffic Information Provider , and 
TomTom NV , etc. These systems can calculate the snap-
shot shortest path queries based on current live raffic data; 
however, they do not report routes to drivers continuously 
due to high operating costs. Answering the shortest paths 
on the live traffic data can be viewed as a continuous 
monitoring problem in spatial databases, which is termed 
online shortest paths computation (OSP) in this work. To 
the best of our knowledge, this problem has not received 
much attention and the costs of answering such continu-
ous queries vary hugely in different system architectures. 
Typical client-server architecture can be used to answer 
shortest path queries on live traffic data. 

DISADVANTAGES OF EXISTING SYS-
TEM:
1. Scalability limitations in terms of network bandwidth 
and server loading. 
 2. Online Shortest Paths computation is not much atten-
tion.

Proposed System:

Motivated by the lack of off-the-shelf solution for OSP, 
in this paper we present a new solution based on the in-
dex transmission model by introducing live traffic index 
(LTI) as the core technique. LTI is expected to provide 
relatively short tune-in cost (at client side), fast query 
response time (at client side), small broadcast size (at 
server side), and light maintenance time (at server side) 
for OSP.The index structure of LTI is optimized by two 
novel techniques, graph partitioning and stochastic-based 
construction, after conducting a thorough analysis on the 
hierarchical index techniques.
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(3) Efficient computation on a portion of entire index. 
This property enables clients to compute shortest path on 
a portion of the entire index. The computation at com-
ponent d gets improved since it is executed on a smaller 
graph. This property also reduces the amount of data re-
ceived andenergy consumed at component c. Inspired by 
these properties, LTI has relatively short tune-in cost (at 
client side), fast query response time (at client side), small 
broadcast size (at server side), and light index maintenance 
time (at server side) for OSP. As discussed in Section 2.2, 
the hierarchical index structures enable clients to compute 
the shortest path on a portion of entire index. However, 
without pairing up with the first and second features, the 
communication and computation costs are still infeasible 
for OSP. To achieve these two features, in  Sections 4 and 
6, we will discuss how to optimize the hierarchical struc-
ture and efficiently maintain the index according to live 
traffic circumstances.

LTI TRANSMISSION:
Broadcasting Scheme:

The broadcasting model uses radio or wireless network 
(e.g., 3G, LTE, Mobile WiMAX) as the transmission me-
dium. When the server broadcasts a data set (i.e., a “pro-
gramme”), all clients can listen to the data set concurrently. 
Thus, this transmission model scales well independent of 
the number of clients. A broadcasting scheme is a proto-
col to be followed by the server and the clients. The (1,m) 
interleaving scheme [23] is one of the best broadcasting 
schemes. Table 1 shows an example broadcasting cycle 
with m ¼ 3 packets and the entire data set contains six 
data items. First, the server partitions the data set into m 
equi-sized data segments. Each packet contains a header 
and a data segment, where a header describes the broad-
casting schedule of all packets. In this example, the vari-
ables i and n in each header represent the last broadcasted 
itemand the total number of items. The server periodically 
broadcasts a sequence of packets (called as a broadcast 
cycle).We use a concrete example to demonstrate how a 
client receives her data from the broadcast channel. Sup-
pose that a client wishes to query for the data object o5. 
First, the client tunes in the broadcast channel and waits 
until the next header is broadcasted. For instance, the cli-
ent is listening to the header of the first packet, and finds 
out that the third packet contains o5. In order to preserve 
energy, the client sleeps until the broadcasting time of that 
packet. Then, it wake-ups and reads the requested data 
item from the packet.

few milliseconds on large road maps) which is negligible 
compared to access latency for current wireless network 
speed. The computation also consumes power but their 
effect is outweighed by communication. It remains, how-
ever, anevaluated factor for OSP.

LTI OVERVIEW AND OBJECTIVES:
LTI Overview:

A road network monitoring system typically consists 
of a service provider, a large number of mobile clients 
(e.g., vehicles), and a traffic provider (e.g., GoogleMap, 
NAVTEQ, INRIX, etc.). Fig. 3 shows an architectural 
overview of this system in the context of our live traf-
fic index framework. The traffic provider collects the live 
traffic circumstances from the traffic monitors via tech-
niques like road sensors and traffic video analysis. The 
service provider periodically receives live traffic updates 
from the traffic provider and broadcasts the live traffic 
index on radio or wireless network (e.g., 3G, LTE, Mobile 
WiMAX, etc.). When a mobile client wishes to compute 
and monitor a shortest path, it listens to the live traffic 
index and reads the relevant portion of the index for com-
puting the shortest path.

LTI Objectives:

To optimize the performance of the LTI components, our 
solution should support the following features. (1) Effi-
cient maintenance strategy. Without efficient maintenance 
strategy, long maintenance time is needed at server side so 
that the traffic information is no longer live. This can re-
duce the maintenance time spent at component a.(2) Light 
index overhead. The index size must be controlled in a 
reasonable ratio to the entire road map data. This reduces 
not only the length of a broadcast cycle, but also makes 
clients listen fewer packets in the broadcast channel. This 
can save the communication cost at components b and c.
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CONCLUSIONS:

In this paper we studied online shortest path computation; 
the shortest path result is computed/updated based on the 
live traffic circumstances. We carefully analyze the exist-
ing work and discuss their inapplicability to the problem 
(due to their prohibitive maintenance time and large trans-
mission overhead). To address the problem, we suggest a 
promising architecture that broadcasts the index on the 
air. We first identify an important feature of the hierarchi-
cal index structure which enables us to compute shortest 
path on a small portion of index. This important feature 
is thoroughly used in our solution, LTI. Our experiments 
confirm that LTI is a Pareto optimal solution in terms of 
four performance factors for online shortest path compu-
tation. In the future, we will extend our solution on time 
dependent networks. This is a very interesting topic since 
the decision of a shortest path depends not only on current 
traffic data but also based on the predicted traffic circum-
stances. 
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CONCLUSIONS:

In this paper we studied online shortest path computation; 
the shortest path result is computed/updated based on the 
live traffic circumstances. We carefully analyze the exist-
ing work and discuss their inapplicability to the problem 
(due to their prohibitive maintenance time and large trans-
mission overhead). To address the problem, we suggest a 
promising architecture that broadcasts the index on the 
air. We first identify an important feature of the hierarchi-
cal index structure which enables us to compute shortest 
path on a small portion of index. This important feature 
is thoroughly used in our solution, LTI. Our experiments 
confirm that LTI is a Pareto optimal solution in terms of 
four performance factors for online shortest path compu-
tation. In the future, we will extend our solution on time 
dependent networks. This is a very interesting topic since 
the decision of a shortest path depends not only on current 
traffic data but also based on the predicted traffic circum-
stances. 
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