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ABSTRACT 

Cloud computing is a provision of providing 

networked, on-line, on-demand services pay per use 

basis. Several issues as scalability, security, 

performance etc are discussed so far by many 

researchers for the cloud computing.. In public cloud 

environment various nodes are used with required 

computing resources situated in different geographic 

locations, so this strategy simplifies the load 

distribution across the multiple nodes, but fault 

tolerance and load balancing are most important 

problems obtaining high performance in the system. 

Load balancing is the process of distribution of 

workload among different nodes or processor. The 

purpose of load balancing is to improve the 

performance of a cloud environment through an 

appropriate distribution strategy. Game theory is the 

formal study of conflict and cooperation. Game 

theoretic concepts apply whenever the actions of 

several agents are interdependent. The game 

theoretic algorithms help to obtain a user optimal 

load balancing which ultimately improves overall 

performance of cloud computing. This paper 

introduces a better approach for public cloud load 

distribution using partitioning and game theory 

concept to increase the performance of the system.  

 

Keywords— Cloud computing, Dynamic Load 

Balancing (DLB), Game Theory, Public Cloud, 

Cloud Partitioning. 

INTRODUCTION 

Cloud Computing is a concept that has many 

computers interconnected through a real time network 

like internet. cloud computing means distributed 

computing. Cloud computing enables convenient, on-

demand, dynamic and reliable use of distributed 

computing resources. The cloud computing model has 

five main characteristics on demand service, broad 

network access, resource pooling, flexibility, measured 

service. Cloud computing is efficient and scalable but 

to maintain the stability of processing many jobs in the 

cloud computing is a very difficult problem. The job 

arrival pattern cannot be predicted and the capacities 

of each node in the cloud differ. Hence for balancing 

the usage of internet and related resources has 

increased widely. Due to this there is tremendous 

increase in workload. So there is uneven distribution of 

this workload which results in server overloading and 

may crash. In such the load, it is crucial to control 

workloads to improve system performance and 

maintain stability. The load on every cloud is variable 

and dependent on various factors. To handle this 

problem of imbalance of load on clouds and to 

increase its working efficiency, this paper tries to 

implement “A Model for load balancing by 

Partitioning the Public Cloud”. Good load balancing 

makes cloud computing more efficient and also 

improves user satisfaction [1]. This article is aimed at 

the public cloud which has numerous nodes. A system 

having main controller, balancers, servers and a client 

is implemented here. It introduces a switch mechanism 

to choose different strategies for different situations. 

This paper divides the public cloud into cloud 

partitions and applies different strategies to balance the 

load on cloud. This paper gives an idea for balancing 

the load on clouds. It helps to avoid overloading of 

servers and improve response times. The basic designs 

of the system and algorithms to implement it are 

described in this paper [1]  
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Goals of Load Balancing   

To improve the performance substantially  

To have a backup plan in case the system fails even 

partially. 

To maintain the system stability. 

To accommodate future modification in the system 

 

RELATED WORK  

There have been many studies of load balancing for 

the cloud environment. Load balancing in cloud 

computing was described in a white paper written by 

Adler[3] who introduced the tools and techniques 

commonly used for IEEE TRANSACTIONS ON 

CLOUD COMPUTING YEAR 2013 load balancing in 

the cloud. However, load balancing in cloud is still a 

new problem that needs new architectures to adapt too 

many changes. Chaczko et al.[4] described the role 

that load balancing plays to improve the performance 

and maintaining stability. There are many load 

balancing algorithms, such as Round Robin, Game 

theory Algorithm, and Ant Colony algorithm. Nishant 

et al.[5] used the ant colony optimization methods in 

nodes load balancing. Randles et al.[2] gave a 

compared analysis of some of algorithms in cloud 

computing by checking the performance time and cost. 

They concluded that the ESCE algorithm and throttled 

algorithm are better than Round Robin algorithm. 

Some of the classical load balancing methods is 

similar to the allocation method in the operating 

system, for example, the Round Robin algorithm and 

the First Come First Served (FCFS) rules. The Round 

Robin algorithm is used here because it is fairly 

simple. 

 

LOAD BALANCING  

In cloud computing, load balancing is required to 

distribute the dynamic local workload evenly across all 

the nodes. It helps to achieve a high user satisfaction 

and resource utilization ratio by ensuring an efficient 

and fair allocation of every computing resource. 

Proper load balancing aids in minimizing resource 

consumption, implementing fail-over, enabling 

scalability, avoiding bottlenecks and overprovisioning. 

There are mainly two types of load balancing 

algorithms: In static algorithm the traffic is divided 

evenly among the servers. This algorithm requires a 

prior knowledge of system resources, so that the 

decision of shifting of the load does not depend on the 

current state of system. Static algorithm is proper in 

the system which has low variation in load. In dynamic 

algorithm the lightest server in the whole network or 

system is searched and preferred for balancing a load. 

For this real time communication with network is 

needed which can increase the traffic in the system. 

Here current state of the system is used to make 

decisions to manage the load. Load balancing based on 

Cloud Partitioning There are several cloud computing 

services with this work focused on a public cloud. A 

public cloud is based on the standard cloud computing 

model, with service provided by a service provider. A 

large public cloud will include many nodes and the 

nodes in different geographical locations. Cloud 

partitioning is used to manage this large cloud. A 

cloud partition is a subarea of the public cloud with 

divisions based on the geographic locations. The 

architecture is shown in Fig.1. The load balancing 

strategy is based on the cloud partitioning concept. 

After creating the cloud partitions, the load balancing 

then starts, when a job arrives at the system, with the 

main controller deciding which cloud partition should 

receive the job. The partition load balancer then 

decides how to assign the jobs based on load status of 

nodes. When the load status of a cloud partition is 

normal, this partitioning can be accomplished locally. 

If the cloud partition load status is not normal, this job 

should be transferred to another partition. Here we are 

going to discuss some load balancing technique for 

both the partition having either load status=idle or load 

status=normal based on load degree. The node load 

degree is based on different static and dynamic 

parameters of each node. 

 

EXISTING SYSTEM 

Since the job arrival pattern is not predictable and the 

capacities of each node in the cloud differ, for load 

balancing problem, workload control is crucial to 

improve system performance and maintain stability. 

Load balancing schemes depending on whether the 



 
 

 Page 1081 
 

system dynamics are important can be either static and 

dynamic. Static schemes do not use the system 

information and are less complex while dynamic 

schemes will bring additional costs for the system but 

can change as the system status changes. A dynamic 

scheme is used here for its flexibility. 

 

DISADVANTAGES: 

 Cloud computing environment is a very complex 

problem with load balancing receiving. 

 The job arrival pattern is not predictable and the 

capacities of each node in the cloud differ, for load 

balancing problem, workload control is crucial to 

improve system performance and maintain 

stability. 

 

PROPOSED SYSTEM 

The load balancing model given in this article is aimed 

at the public cloud which has numerous nodes with 

distributed computing resources in many different 

geographic locations. Thus, this model divides the 

public cloud into several cloud partitions. When the 

environment is very large and complex, these divisions 

simplify the load balancing. The cloud has a main 

controller that chooses the suitable partitions for 

arriving jobs while the balancer for each cloud 

partition chooses the best load balancing strategy. 

Load balancing schemes depending on whether the 

system dynamics are important can be either static or 

dynamic. Static schemes do not use the system 

information and are less complex while dynamic 

schemes will bring additional costs for the system but 

can change as the system status changes. A dynamic 

scheme is used here for its flexibility. The model has a 

main controller and balancers to gather and analyze the 

information. Thus, the dynamic control has little 

influence on the other working nodes. The system 

status then provides a basis for choosing the right load 

balancing strategy. 

ADVANTAGES: 

 This model divides the public cloud into several 

cloud partitions. When the environment is very 

large and complex, these divisions simplify the 

load balancing. 

 The role that loads balancing plays in improving 

the performance and maintaining stability. 

 

PROJECT FLOW: 
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Implementation 

Implementation is the stage of the project when the 

theoretical design is turned out into a working system. 

Thus it can be considered to be the most critical stage 

in achieving a successful new system and in giving the 

user, confidence that the new system will work and be 

effective. 

The implementation stage involves careful planning, 

investigation of the existing system and it’s constraints 

on implementation, designing of methods to achieve 

changeover and evaluation of changeover methods. 

USER MODULE: 

In this module, Users are having authentication and 

security to access the detail which is presented in the 

ontology system. Before accessing or searching the 

details user should have the account in that otherwise 

they should register first. 

System Model: 

There are several cloud computing categories with this 

work focused on a public cloud. A public cloud is 

based on the standard cloud computing model, with 

service provided by a service provider . A large public 

cloud will include many nodes and the nodes in 

different geographical locations. Cloud partitioning is 

used to manage this large cloud. A cloud partition is a 

subarea of the public cloud with divisions based on the 

geographic locations. with the main controller deciding 

which cloud partition should receive the job. The 

partition load balancer then decides how to assign the 

jobs to the nodes. When the load status of a cloud 

partition is normal, this partitioning can be 

accomplished locally. If the cloud partition load status 

is not normal, this job should be transferred to another 

partition. 

 

Main controller and balancers: 

The load balance solution is done by the main 

controller and the balancers. 

 

The main controller first assigns jobs to the suitable 

cloud partition and then communicates with the 

balancers in each partition to refresh this status 

information. Since the main controller deals with 

information for each partition, smaller data sets will 

lead to the higher processing rates. The balancers in 

each partition gather the status information from every 

node and then choose the right strategy to distribute 

the jobs. 

 

Cloud Partition Load Balancing Strategy: 

When the cloud partition is idle, many computing 

resources are available and relatively few jobs are 

arriving. In this situation, this cloud partition has the 

ability to process jobs as quickly as possible so a 

simple load balancing method can be used. There are 

many simple load balance algorithm methods such as 

the Random algorithm, the Weight Round Robin, and 

the Dynamic Round Robin .The Round Robin 

algorithm is used here for its simplicity. 

 

CONCLUSIONS AND FUTURE WORKS 

A public cloud is one based on the standard cloud 

computing model, in which a service provider makes 

resources, such as applications and storage, available 

to the general public over the Internet [6]. Public cloud 

is made up of several nodes situated in deferent 

geographic location. Cloud partitioning is a method to 

make partitions of huge public cloud is some segment 

of cloud. A public cloud is one based on the standard 

cloud computing model, in which a service provider 

makes resources, such as applications and storage, 

available to the general public over the Internet. Public 

cloud is made up of several nodes situated in deferent 

geographic location. Cloud partitioning is a method to 

make partitions of huge public cloud is some segment 

of cloud. The object of study in game theory is the 

game, which is a formal model of an interactive 

situation. It typically involves several players; a game 

with only one player is usually called a decision 

problem. In future study we will try to find other load 

balance strategy because other load balance strategies 

may provide better results, so tests are needed to 

compare different strategies. Many tests are needed to 

guarantee system availability and efficiency. Also we 
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will address the development of game theoretic models 

for load balancing in the context of uncertainty as well 

as game theoretic models for dynamic load balancing 

in future. We also plan to develop dynamic load 

balancing schemes based on dynamic game theory that 

provide fairness by taking the current system load into 

account and also consider other aspects of 

heterogeneity. 
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