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ABSTRACT: 

Games have long been seen as an ideal test-bed for the 

study of AI. Until recently, most of the academic work 

in the area focused on traditional board games and card 

games, the challenge being to beat expert human 

players. Following the release of Pong in the early 

1970s, the last few decades have seen a phenomenal 

increase in the quality, diversity and pervasiveness of 

video games. The value of the worldwide computer 

and video games market is estimated to be $USD25bn 

annually1, and is predicted to grow rapidly over the 

next decade. This presents academic researchers and 

game developers with the challenge of developing next 

generation game AI. The future will see games with 

intelligent empathetic characters who get to know you, 

and work hard to optimize your experience while 

playing the game. New titles such as Left 4 Dead2 

have already made important steps in this direction. 

Superior game AI will lead to more entertaining and 

immersive games and also add value to the burgeoning 

serious games market. 

 

Traditional games are constrained by the ability of the 

players to manipulate the game objects such as pieces 

on a chess-board or cards from a deck. The rules of a 

game specify how the game objects interact and 

fundamental combinatorics quickly produce enormous 

game trees; this ensures that complex decision-making 

processes are required in order to play such games to a 

high standard.Implementing computer programs that 

are able to defeat their human opponents has been the 

subject of a great deal of AI research, epitomised by 

outstandingly successful programs such as Deep Blue 

for Chess  and Chinook for Checkers . These programs 

expend most of their effort on game-tree search, and 

for this reason are often called brute force approaches. 

This term although widely used is somewhat 

inaccurate: there is a great deal of subtlety in the way 

these algorithms are implemented and fine-tuned. The 

levels of play achieved demonstrate extraordinary 

prowess in computer science and engineering for the 

authors of those systems. On a broader note, they force 

us to reconsider the nature of intelligence. 

 

Game-tree search has limited applicability when the 

game has a large branching factor or the state-space is 

continuous. Hence the techniques applied to chess and 

checkers do not work well for Go, and are even less 

applicable to video games where the state-space is for 

practical purposes continuous. Traditional games 

usually have well-defined fixed rules, known in 

advance to the players. Contemporary video games do 

not fit this paradigm.When playing a video game such 

as Crysis or Grand Theft Auto the player engages in a 

series of missions, learning about the game as he plays. 

While some aspects of the game-play remain constant 

for a given game and even a particular genre of game, 

there are other aspects of the game that you learn while 

playing. For example, the principle that it is good to 

kill enemies, but bad to be killed yourself may be 

fixed, but the details of how this is achieved may need 

to be learned during game play; this includes learning 

about the geography of the game area as well as the 

capabilities of the weapons and other power-ups, and 

the behaviour of the enemies. 

 

For researchers making the transition from traditional 

game AI to video-game AI, it is a whole new world, 

but one full of exciting possibilities. Fortunately, in 

recent years a number of Application Programming 

Interfaces (APIs) have been published enabling 

researchers to conduct experiments in these complex 

virtual environments without having to implement the 

game. This is good news for research in all the more 

challenging aspects of machine intelligence. Classic 

machine learning textbooks\ such as Reinforcement 
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Learning include algorithms that will directly solve a 

range of toy problems such as Mountain Car and 

Inverted Pendulum. Such algorithms can be applied 

with some effort to learn high performing game 

strategies for board games such as Othello. However, 

to apply these algorithms to achieve similarly high 

performance on video games such as 3D car racing, 

first-person shooter battles in games such as Unreal 

Tournament, war game strategy such as DefCon, or 

even to software agent Ms Pac-Man requires an 

immense effort and is the subject of much ongoing 

research. Interested readers can participate in these and 

other competitions at future IEEE Computational 

Intelligence and Games conferences. 

 

AI can be applied to most aspects of game 

development and design including automated content 

creation, procedural animation, adaptive lighting, 

intelligent camera control, and perhaps the most 

obvious example, controlling the Non-Player 

Characters (NPCs). A natural instinct for researchers is 

to focus on making the NPCs more intelligent. This is 

not the prime interest of commercial game AI, 

however, which predominantly seeks to make games 

more fun. This begs the question: What is the aim of 

the NPCs? If it were simply to defeat the human player 

by killing him as quickly as possible, then that would 

be easy to measure, and depending on the game setup 

andthe agent’s view of the world, may be easy to 

achieve.3 If this led to a game where the player dies 

quickly every time then it is unlikely to be a best 

seller. A more realistic and commercially viable aim 

for the NPCs is to offer a challenge that is fun and 

engaging. Naturally, this is harder to define. 

Attempting to measure the level of fun provided by a 

game is an important emerging discipline. Until we 

have widely accepted metrics for fun (which may 

never happen) we are left with subjective judgments 

about the value of some of this research. Inevitably 

some of the papers in this journal will have more 

qualitative evaluations than is the norm for other IEEE 

Transactions. Authors can help their cause here by 

providing additional content to accompany their 

manuscripts, such as videos, or even better, playable 

versions of the games. 

Contemporary video games offer increasingly 

sophisticated virtual worlds which often have a great 

deal of artistic merit, and sometimes breathtaking 

beauty. As virtual worlds become more complex, 

however, it becomes harder to program game AI that 

can match this level of sophistication by delivering 

game characters with sufficiently interesting and 

credible behaviour. In the industry this is known as the 

uncanny val ley. This refers to the fact that people are 

willing to ascribe an emotional state to simply 

animated cartoon characters like Bugs Bunny, but as 

the graphical rendering becomes more realistic the 

player becomes less engaged with the characters unless 

they can backup their good looks with appropriate 

behaviour. A scene from the hit video game F.E.A.R. 

is eloquently described by Schaeffer et al  and those of 

you who have played the game might relate to that. 

However, the dramatic tension for me falls well short 

of that created by a similar flanking manoeuvre by the 

velociraptors on Robert Muldoon (played by actor Bob 

Peck) in Jurassic Park. Even the best games have some 

way to go to reach the levels of immersion achieved by 

film. 

 

As game environments become more physically 

realistic, so the control of game characters may draw 

more heavily on robotics research. We can look 

forward to the day when shooting an enemy in the leg 

makes the character limp, not because it has been 

programmed to, but because it is the only way it can 

walk given the now limited muscle contractions. This 

opens up a plethora of possibilities for open-ended 

immersive game play. Viewing the videos of Big Dog4 

it can be hard to believe that one is watching a robot 

and not the legs of two actors in some strange 

incarnation of a headless pantomime horse. Already 

the middleware to enable physically believable 

animation in games is starting to appear, with 

companies such as Natural Motion at the forefront of 

this5. 

 

The range of existing games is incredibly diverse and 

the scope for improved AI is enormous. Better AI will 

lead to new genres of game, and improved 

performance on a range of current challenges. In the 
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past fields which share much 3It is much harder to 

achieve with an embodied agent: one which sees the 

same kind of first-person view that a human player 

sees. 

 

For example, in last few years Monte Carlo methods 

have made truly astonishing progress in the world of 

Computer more recently in General Game Playing but 

they have a much wider application than this. Given 

more research they should be applicable to a wide 

variety of problems in video game intelligence. One of 

the most important aspects of machine intelligence that 

is embarrassingly absent (embarrassing for the 

machine learning community that is) is learning. There 

seems to be so much scope to apply learning methods 

in games, and yet successful examples of this in video 

games are few and far between. Until recently game 

strategy learning was split into two almost disjoint 

fields: reinforcement learning (in particular temporal 

difference learning), and evolutionary learning. There 

is still much to be understood about the relative merits 

of these techniques on a range of challenging 

problems. Learning of game strategies and more 

generally control strategies has a long history of 

research in both camps with early work on TDL and 

on evolutionary learning. A famously successful 

application of TDL was Tesauro’s TD Gammon, 

which was followed up by an evolutionary approach to 

the same problem by Pollack and Blair Following that, 

evolutionary methods have also been successfully 

applied to checkers and chess. Recent work has 

attempted to gain greater understanding of the relative 

merits of evolution versus TDL and to investigate how 

these methods may be combined to produce more 

efficient learning algorithms Nonetheless, there is still 

a gulf to be crossed in making learning work well 

within commercial video games, where it needs to be 

rapid, robust, and highly flexible — essentially more 

human-like. Interesting prototype solutions have been 

proposed and we can look forward to more advances in 

the next few years. While most games are developed to 

be fun to play, there exists a class of games developed 

as simplified models for the study of economic or 

social behaviour. Game theory attempts to find 

analytical solutions for these models using concepts 

such as rational or bounded-rational agents and Nash 

equilibria . However, there are limits to the complexity 

of the game models and of the agents that can be 

analysed using this approach, and over the last few 

decades there has been great interest in understanding 

the behaviour of these models by simulating their 

evolution through time. Until now much of the work in 

this field has focused on relatively simple games such 

as the iterated prisoner’s dilemma. However, the 

computing power is now readily available to deal with 

rich and detailed scenarios inhabited by potentially 

sophisticated agents where even more complex and 

interesting behavior may emerge. 
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