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ABSTRACT: 

The technology that eliminates duplicate and 

deduplication, cloud storage is widely used to reduce, 

but to fill the space. But there is only one copy of the 

file for each file there is the number of the foundation 

of the cloud, users can. Therefore, reducing the faith, 

better redundancy system for storage purposes. And 

when they could be removed from the protection of the 

privacy of the user sensitive data in the cloud. 

Consider health problems to solve on paper given to 

the first de- formalize the square distributed system 

can be trusted. We propose the new cart out of certain 

information, and divided it into multiple pieces, and 

they hand over the ratio of the square into the cloud. 

Requirements to use the information we should be 

saved and in secret, and, indeed, is a member of, and 

not in the before the meeting by the introduction of a 

participation in the mystery of the encryption depends 

deduplication system is a system of distributed system 

storage. Redundant reason for this is that the security 

of the appearance of the analysis showed a sufficiently 

secure a copy of the definition of health is set before 

us. This concept, he explains his position to carry out 

supreme and universal reason is limited. 

 

INTRODUCTION 

With the rapid growth of the techniques of de-

duplication of digital data are widely active backup data 

security and reduce network and storage on the basis of 

the detection and elimination of redundancy 

information. Instead of placing multiple copies of the 

data in this content, duplication of sensitive data, 

keeping only one physical copy of other sensitive data 

to copy. Copy received great attention from academia 

and industry, as it can significantly improve storage 

utilization and to save storage space, especially in 

applications with high ratio of de-duplication as the 

storage system. The number of transcription system that 

offers various replication strategies such as client-side 

or server-of duplication, file level or block level of 

duplication. A brief description is given. Especially 

with the advent of cloud storage, technology de-

duplication more accessible and enjoyable data to 

manage the growing volume of data storage services in 

the cloud for businesses and organizations to move to 

outsource data storage cloud providers of third parties, 

as evidenced by the many cases of real life. According 

to the research report IDC, the volume of data in the 

world will reach 40 trillion gigabytes by 2020 storage 

services business in the cloud as Dropbox, Google 

Drive and Mozy, using deduplication to save bandwidth 

and the storage cost by deduplicating customer -gefe. 

There are two types of duplication in terms of size: (i) 

Deduplication file level, which cuts between different 

files and delete these cuts in order to reduce the volume 

of needs, and (ii) of blocklevel Deduplication, which it 

is to identify and eliminate redundancies between data 

blocks. Files can be divided into small fixed size or 

variable block size. Use a fixed size blocks simplifies 

calculations of block boundaries,The blocks of variable 

size (for example, more than half of the fingerprint) 

provides better performance-duplication. Although the 

copy mode can save storage space in the cloud services, 

reduce reliability. data reliability is actuallyA very 

important issue of deduplication storage systems, 

because there is only one copy of each file is stored on 

a shared server by all owners. If a file / shared block 

away, a disproportionately large amount of data can be 

suitable for the unavailability of all files that share the 

same file / block. In case, if the block is measured in 

terms of the amount of file data that can be lost if a 

block is lost, the amount of data lost when a storage 

system block increments breaks with the number of 

each block. Therefore, how to ensure high reliability of 
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data deduplication system is a major problem. Most 

surgical deduplication system contains a single server 

configuration. However, as many of deduplication 

storage systems and cloud systems mean the lowest rate 

of users and applications, especially in the political 

system of storage if the data is variable and must be 

maintained in the long term. This requires that 

deduplication storage systems provide high reliability 

comparable to other systems available. In addition, the 

challenges of data privacy as well as a set of 

increasingly sensitive to external users in the cloud 

data. encryption mechanisms, as a rule, have been used 

to protect the confidentiality of data embrace 

outsourcing. service card is suitable for use in data 

encryption, as it enables deduplication. 

 

The reason for this is that traditional encryption 

mechanisms, including encryption features key public-

key encryption, users require different keys to encrypt 

data on your own. As a result, sensitive data copied to 

different users different cipher texts. Troubleshooting 

privacy and data deduplication, it has proposed the 

concept of convergent encryption to enforce data 

privacy and widely accepted, while performing 

deduplication. However, these systems achieve cost 

reduction of external data privacy caused the error. 

Therefore, how to protect the privacy and system 

reliability, while achieving deduplication storage cloud 

remains a challenge. 

 

SYSTEM PRELIMINARIES 

DATA OWNER 

In this module, the owner of the data the data is loaded 

into the cloud server. For security reasons, the file 

owner encrypted data and then store the information in 

the cloud. The story can see a copy of the file with a 

deadly cloud server. Data owner can take a minimum of 

handling encrypted data files and data owner can see 

different cloud data, as well as a copy of a particular 

file. And you can create a flexible cloud servers use 

registered. And the owner of the option to move to the 

cloud, so you can move the files to the cloud server 

cloud server. 

 

TRUSTEE 

This module helps the connector to view a copy of the 

file if there is a cloud server, and you can see the many 

cloud servers. If it exists and then try downloading the 

file server to connect to the cloud automatically blocks 

access permission. If not, and you can upload the data 

to the owner of the file servers multi-cloud at a time. 

 

CLOUD SERVER 

Managed service provider cloud to cloud, to provide 

data storage services. Data encrypt data files and store 

them in the cloud to share the remote user. To access 

shared data files, data users download data files and 

design interest in the cloud, and then decipher. 

 

REMOTE USER 

This module is a flexible user connects using a 

username and password. After a secret file servers to 

cloud key, and to find the secret key. Since the secret 

key you are trying to download the file by entering the 

file name and the secret key to cloud server. 

 

ATTACKER MODULE 

In remote user module, while downloading time if 

remote user entered any wrong file name or secrete key 

then cloud servers treats him as attacker and moves his 

access permission to block/attacker list. 

 

RELATED WORK 

Technical data deduplication system Deduplication 

interesting techniques have been widely used in backup 

environments and enterprise data warehouse to reduce 

network overload detection and elimination of 

redundant data blocks. There are many schemes 

Deduplication offered by the scientific community. 

Deduplications address reliability. However, only focus 

on traditional file without encryption, regardless 

reliable deduplication cipher text. Li shows how to 

achieve a minimum of key duplication. However, they 

did not mention about the design file deduplication 

application support. Then show how to extend the road 

to building a strong user files deduplication. However, 

all these activities have not seen, and achieve the 

accuracy and completeness of the label. Convergent 
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encryption. convergent encryption ensures privacy of 

data deduplication. Bellare formalized this variable 

encryption lock loose and research programs and to 

provide a variable external storage space. There are 

several encryption options yield different convergent 

performance to ensure data deduplication. It is known 

that some of the storage vendors in the trade, such as 

the issue of encryption key management already a 

classic and convergent press Deduplication Block-level 

cloud and distribute these keys across multiple servers 

by encrypting the file . Bellare to show how to protect 

data privacy and unpredictable predicatable transform 

the message message. The system, called third-party 

server is the key to ensuring that the files to check for 

duplicate label. Stanek presented data encoding scheme 

that provides security on the contrary, people who want 

data. Sensitive data that is very rigid and traditional and 

conventional encryption. The encoding scheme and 

strong two-plySecurity while the support offered to 

those who want to dedupe data. Thus, they are better 

tradeoff between efficiency and security of the external 

data. The attacks, which can lead to loss of data in the 

storage system in the cloud-compatible client 

deduplication. In order to prevent these attacks, halevis 

proposed the concept of "clear property" (Pow) for the 

system deduplication, so that the client can effectively 

provide a storage server in the cloud that he / she 

maintains a file without having to load the file itself. A 

few more buildings PowMerkle hash tree offered 

support client-side deduplication, which includes 

dimension arrives configuration. Pietro Sorniotti offers 

genuine choice Pow scheme file prediction bit positions 

in a randomly selected as evidence file. Note that all of 

these systems do not consider data privacy. Recently, 

Xu presented Pow scheme allows eliminating duplicate 

in the customer arrives must establish random oracle 

model offered Pow design file, but not in the way of 

reducing overhead key management data. Of / PDP. 

Ateniese introduced the concept of protected data 

(PDP). The concept has been introduced to allow the 

cloud to customers, to ensure the integrity of the 

external data to the cloud in a cost effective manner. 

Juels proposed the concept of evidence recoverability 

(in). Compared to the PDP, the partner gets access to 

the cloud external evidence in the data server. This 

scheme Shacham and Waters is improved. The main 

difference between the two concepts is that by using 

error codes correction / deletion suffer an injury of the 

external data. 

 

CONCLUSION 

We have produced and distributed deduplication system 

to improve data reliability, while achieving the privacy 

of user data in external coding system. The four 

buildings has been suggested that support data file-level 

and block level deduplication fine grain. Achieved.We 

accuracy and system integrity Deduplication using the 

slope  safety label distribution showed that it was 

caused by a coding / decoding of a lower load 

compared to the transmission grid load management / 

normal discharge. 
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