
Abstract:

This paper presents face detection system using Haar 
features. We describe design techniques including im-
age scaling, integral image generation, pipelined pro-
cessing as well as classifier, and parallel processing 
multiple classifiers to accelerate the processing speed 
of the face detection system. Also we discuss the op-
timization of the proposed architecture which can 
be scalable for configurable devices with variable re-
sources. The Proposed architecture for face detection 
has been designed using Verilog HDL. Its performance 
has been measured and compared with an equivalent 
software implementation. We show about increase 
of system performance over the equivalent software 
implementation.

Index Terms: Haar Classifier, Image Processing, Real-
Time.

I.INTRODUCTION:

Face detection in image sequence has been an active 
research area in the computer vision field in recent 
years due to its potential applications such as moni-
toring and surveillance, human computer interfaces, 
smart rooms, intelligent robots, and biomedical image 
analysis [1]. Face detection is based on identifying and 
locating a human face in images regardless of size, po-
sition, and condition. Numerous approaches have been 
proposed for face detection in images. Simple features 
such as color, motion, and texture are used for the face 
detection in early researches. However, these methods 
break down easily because of the complexity of the real 
world. This face detection is a variant of the AdaBoost 
algorithm [1][2] which achieves rapid and robust face 
detection. The proposed face detection framework is 
based on the AdaBoost learning algorithm using Haar 
features. 
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However, the face detection requires considerable 
computation power because many Haar feature classi-
fiers check all pixels in the images. Although real-time 
face detection is possible using high performance com-
puters, the resources of the system tend to be monop-
olized by face detection. Therefore, this constitutes a 
bottleneck to the application of face detection in real 
time.

II.FACE DETECTION ALGORITHM:

In this paper we used Haar classifier algorithm for face 
detection when one of these features is found, the al-
gorithm allows the face candidate to pass to the next 
stage of detection. A face candidate is a rectangular 
section of the original image called a sub-window. Gen-
erally these sub-windows have a fixed size (typically 
24×24 pixels). This Sub-window is often scaled in order 
to obtain a variety of different size faces. The algorithm 
scans the entire image with this window and denotes 
each respective section a face candidate. 

The algorithm uses an integral image in order to pro-
cess Haar features of a face candidate in constant time. 
It uses a cascade of stages which is used to eliminate 
non-face candidates quickly. Each  stage consists of 
many different Haar features. Each feature is classified 
by a Haar feature classifier. The Haar feature classifiers 
generate an output which can then be provided to the 
stage comparator. The stage comparator sums the out-
puts of the Haar feature classifiers and compares this 
value with a stage threshold to determine if the stage 
should be passed. If all stages are passed the face can-
didate is concluded to be a face.

A.Haar Feature Classifier:

A Haar feature classifier uses the rectangle integral to 
calculate the value of a feature.

Efficient Real Time Face Detection Technique Using 
Harr Classifier



The Haar feature classifier multiplies the weight of each 
rectangle by its area and the results are added togeth-
er. Several Haar feature classifiers compose a stage. A 
stage comparator sums all the Haar feature classifier 
results in a stage and compares this summation with 
a stage threshold. The threshold is also a constant ob-
tained from the AdaBoost algorithm.[3] Each stage 
does not have a set number of Haar features. Depend-
ing on the parameters of the training data individual 
stages can have a varying number of Haar features.

Fig 1. Calculating the area of a rectangle R is done us-
ing the corner of the rectangle: L4-L3-L2+L1.

B.Haar Features:

Haar features are composed of either two or three 
rectangles. Face candidates are scanned and searched 
for Haar features of the current stage. The weight and 
size of each feature and the features themselves are 
generated using a machine learning algorithm from 
AdaBoost „The weights are constants generated by 
the learning algorithm. There are a variety of forms of 
features as seen below in Figure 2. Each Haar feature 
has a value that is calculated by taking the area of each 
rectangle, multiplying each by their respective weights, 
and then summing the results.

Fig 2. Integral Image Generation. The Shaded Region 
Represents The Sum Of The Pixels Up To Position (X, 
Y) Of The Image. It Shows A 3×3 Image and Its Integral 

Image Representation.
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Fig 3. Examples of Haar Features. Areas Of White 
and Black Regions are Multiplied By Their Respective 
Weights and Then Summed In Order to Get The Haar 

Feature Value.

The area of each rectangle is easily found using the 
integral image. The coordinate of the any corner of a 
rectangle can be used to get the sum of all the pixels 
above and to the left of that location using the integral 
image. By using each corner of a rectangle, the area 
can be computed quickly as denoted by Figure 1. Since 
L1 is subtracted off twice it must be added back on to 
get the correct area of the rectangle. The area of the 
rectangle R, denoted as the rectangle integral, can be 
computed as follows using the locations of the integral 
image: L4-L3-L2+L1.

III.SCHEMATIC OF PROPOSED FACE DETEC-
TION TECHNIQUE:

Fig 4. Block Diagram of Proposed Algorithm

Figure 4 shows the block diagram of the proposed al-
gorithm. Once the pixels of interest  were identified 
Projections of the histogram of a representative set of 
skin pixels in the Y Cb Cr color space,[1]unsupervised 
segmentation was used to separate these Pixels into 
smaller regions which were homogeneous in color. 
This is important because the skin detection will pro-
duce non-homogeneous regions often containing 
more than a single object. The unsupervised segmenta-
tion usually further partitioned the skin detected areas 
into smaller homogeneous regions making necessary 
the use of a region merging stage to extract the faces. 
The next subsections will describe in detail the changes 
made in these basic blocks which improve the overall 
performance of the whole system.

A.Skin detection:

The first step, skin detection, is used to segment re-
gions of the image which potentially correspond to 
face regions based on pixel color. Under normal illumi-
nation conditions skin colors fall into a small region of 
the color space and it is possible to use this informa-
tion to classify each pixel of the image as skin-like or 
non skin-like .The projections of the 3-D histogram of 
a representative set of manually extracted skin pixels 
are plotted in the Figure 5.

Fig 5. Projections of the Histogram of a Representa-
tive Set of Skin Pixels in the YCBCR Color Space.

Figures 5.a and 5.b show that the luminance is uncor-
related Respect to the CbCr components and Fig. 5.c 
shows that CbCr are highly correlated and define a 
small cluster on the CbCr plane. Then, a pixel will be la-
beled as skin-like if its chrominance vector falls into the 
region plotted in the Figure 6 and its luminance value is 
within the interval 45.

Fig 6. Region Bounding the Skin-Like Colors on the 
CBCR Color Space.
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These values were chosen empirically to reduce the 
miss detection rate since it is impossible to reduce the 
false alarm rate produced by skin-like colored back-
ground objects. The negative effect of this false alarm 
should be solved with additional processing. The most 
important advantage of this simple algorithm is that 
the skin detection can be implemented with a LUT 
what makes the algorithm extremely fast?

B.Unsupervised segmentation:

Once the pixels of interest are identified, unsupervised 
segmentation is used to separate.

Fig 7: Detected Face Mask
 

these pixels into smaller regions which are homoge-
neous in color. To that end, once the skin-like pixels 
are detected, a 2D histogram in the Cb-Cr color space 
is constructed [5]. Then, this histogram is treated as a 
gray-scale image. The histogram is previously smoothed 
with a 3 _ 3 linear filter to avoid over-segmentation.

C.Region merging and face extraction:

The unsupervised segmentation described in the previ-
ous section can split the face regions into smaller ho-
mogeneous regions. Therefore, we must incorporate a 
way to merge regions into the system. To that end, we 
have modeled the behavior of a manually segmented 
set of face regions. 

The model takes into account parameters regarding 
shape, size, position and texture of the face regions 
Once we get the regions of the unsupervised segmen-
tation, we search each pair-wise merging of regions to 
find the merged region which best fits the face model.
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Fig 3. Examples of Haar Features. Areas Of White 
and Black Regions are Multiplied By Their Respective 
Weights and Then Summed In Order to Get The Haar 

Feature Value.

The area of each rectangle is easily found using the 
integral image. The coordinate of the any corner of a 
rectangle can be used to get the sum of all the pixels 
above and to the left of that location using the integral 
image. By using each corner of a rectangle, the area 
can be computed quickly as denoted by Figure 1. Since 
L1 is subtracted off twice it must be added back on to 
get the correct area of the rectangle. The area of the 
rectangle R, denoted as the rectangle integral, can be 
computed as follows using the locations of the integral 
image: L4-L3-L2+L1.

III.SCHEMATIC OF PROPOSED FACE DETEC-
TION TECHNIQUE:

Fig 4. Block Diagram of Proposed Algorithm

Figure 4 shows the block diagram of the proposed al-
gorithm. Once the pixels of interest  were identified 
Projections of the histogram of a representative set of 
skin pixels in the Y Cb Cr color space,[1]unsupervised 
segmentation was used to separate these Pixels into 
smaller regions which were homogeneous in color. 
This is important because the skin detection will pro-
duce non-homogeneous regions often containing 
more than a single object. The unsupervised segmenta-
tion usually further partitioned the skin detected areas 
into smaller homogeneous regions making necessary 
the use of a region merging stage to extract the faces. 
The next subsections will describe in detail the changes 
made in these basic blocks which improve the overall 
performance of the whole system.

A.Skin detection:

The first step, skin detection, is used to segment re-
gions of the image which potentially correspond to 
face regions based on pixel color. Under normal illumi-
nation conditions skin colors fall into a small region of 
the color space and it is possible to use this informa-
tion to classify each pixel of the image as skin-like or 
non skin-like .The projections of the 3-D histogram of 
a representative set of manually extracted skin pixels 
are plotted in the Figure 5.

Fig 5. Projections of the Histogram of a Representa-
tive Set of Skin Pixels in the YCBCR Color Space.

Figures 5.a and 5.b show that the luminance is uncor-
related Respect to the CbCr components and Fig. 5.c 
shows that CbCr are highly correlated and define a 
small cluster on the CbCr plane. Then, a pixel will be la-
beled as skin-like if its chrominance vector falls into the 
region plotted in the Figure 6 and its luminance value is 
within the interval 45.

Fig 6. Region Bounding the Skin-Like Colors on the 
CBCR Color Space.
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These values were chosen empirically to reduce the 
miss detection rate since it is impossible to reduce the 
false alarm rate produced by skin-like colored back-
ground objects. The negative effect of this false alarm 
should be solved with additional processing. The most 
important advantage of this simple algorithm is that 
the skin detection can be implemented with a LUT 
what makes the algorithm extremely fast?

B.Unsupervised segmentation:

Once the pixels of interest are identified, unsupervised 
segmentation is used to separate.

Fig 7: Detected Face Mask
 

these pixels into smaller regions which are homoge-
neous in color. To that end, once the skin-like pixels 
are detected, a 2D histogram in the Cb-Cr color space 
is constructed [5]. Then, this histogram is treated as a 
gray-scale image. The histogram is previously smoothed 
with a 3 _ 3 linear filter to avoid over-segmentation.

C.Region merging and face extraction:

The unsupervised segmentation described in the previ-
ous section can split the face regions into smaller ho-
mogeneous regions. Therefore, we must incorporate a 
way to merge regions into the system. To that end, we 
have modeled the behavior of a manually segmented 
set of face regions. 

The model takes into account parameters regarding 
shape, size, position and texture of the face regions 
Once we get the regions of the unsupervised segmen-
tation, we search each pair-wise merging of regions to 
find the merged region which best fits the face model.



[6]Then, if the new region fits the model better than 
the original regions, they are merged. The process is re-
peated until we cannot find any merging which fits the 
model better than the original regions. At this point, 
the merging of any two regions will only reduce the 
quality of the match to the face model. Each node rep-
resents a region of the image with the internal nodes 
representing regions which result from merging.

IV.EXPERIMENTS / RESULTS:

A high frame processing rate and low latency are im-
portant for many applications that must provide quick 
decisions based on events in the scene. „We measure 
the performance of the proposed architecture for the 
face detection system.

Fig: 8. Input Image

The above image is considered as a input image for 
detecting the faces at output. The above figure shows 
the detected face mask of the input image shown in 
figure 8 for the image size of 128 *128. The detected 
face mask is processed for detecting the faces from an 
image on the basis of above face mask to generate the 
output.
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Fig 9: Input for VHDL.

The figure 10 shows the detected faces from an col-
ored input image on the basis of detected face mask. 
The figure 11 shows the gray scale values for the com-
ponents R, G, B present in input image. The histogram 
gets affected with the change in input image.

Fig11: Histogram of Input Image (RGB)

V.CONCLUSION:

The proposed algorithm has been checked & result is 
shown in Figure 10. It can be seen how the algorithm is 
able to detect a variety of different faces in spite of the 
difficulty associated to different illumination conditions 
and different face poses. When the proposed face de-
tection system is used in a system which requires face 
detection, only a small percentage of the system re-
sources are allocated for face detection.
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