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Abstract: 

Data mining, an interdisciplinary subfield of computer 
science, is the computational process of discovering 
patterns in large data sets involving methods at the 
intersection of artificial intelligence, machine learning, 
statistics, and database systems. The overall goal of 
the data mining process is to extract information from 
a data set and transform it into an understandable 
structure for further use. Discretization concerns the 
process of transferring continuous models and equa-
tions into discrete counterparts. 

This process is usually carried out as a first step toward 
making them suitable for numerical evaluation and 
implementation on digital computers. A decision tree 
is a decision support tool that uses a tree-like graph or 
model of decisions and their possible consequences, 
including chance event outcomes, resource costs, and 
utility. 

It is one way to display an algorithm. However, data in 
solid world are sometimes continuous by nature. Even 
for algorithms that will directly encounter continuous 
features, learning is most often ineffective and effec-
tive. Hence discretization addresses this problem by 
finding the intervals of numbers which happen to be 
more concise to represent and specify. 

Discretization of continuous attributes is one of the im-
portant data preprocessing steps of knowledge extrac-
tion. The proposed improved discretization approach 
significantly reduces the IO cost and alsorequires one 
time sorting for numerical attributes which leads to a 
better performance in time dimension on rule mining 
algorithms. 
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According to the experimental results, our algorithm 
acquires less execution time over the Entropy based 
algorithm and also adoptable for any attribute selec-
tion method by which the accuracy of rule mining is 
improved. 
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Introduction: 

Data mining involves database and data management 
aspects, data pre-processing, model and inference con-
siderations, interestingness metrics, complexity con-
siderations, post-processing of discovered structures, 
visualization, and online updating. 

The actual data mining task is the automatic or semi-
automatic analysis of large quantities of data to ex-
tract previously unknown interesting patterns such as 
groups of data records, unusual records and dependen-
cies. This usually involves using database techniques 
such as spatial indices. 

These patterns can then be seen as a kind of summary 
of the input data, and may be used in further analysis 
or, for example, in machine learning and predictive ana-
lytics. It bridges the gap from applied statistics and arti-
ficial intelligence to database management by exploit-
ing the way data is stored and indexed in databases to 
execute the actual learning and discovery algorithms 
more efficiently, allowing such methods to be applied 
to ever larger data sets.

Improved Discretization and Decision Tree Approach 
For Continues   Attributes Dataset
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Pre-processing:

Before data mining algorithms can be used, a target 
data set must be assembled. As data mining can only 
uncover patterns actually present in the data, the tar-
get data set must be large enough to contain these 
patterns while remaining concise enough to be mined 
within an acceptable time limit. A common source for 
data is a data mart or data warehouse. Pre-processing 
is essential to analyze the multivariate data sets before 
data mining. The target set is then cleaned. Data clean-
ing removes the observations containing noise and 
those with missing data.

Data mining involves six common classes of 
tasks:

Anomaly detection (Outlier/change/deviation de-
tection) – The identification of unusual data records, 
that might be interesting or data errors that require 
further investigation.

Association rule learning (Dependency modeling) 
– Searches for relationships between variables. For ex-
ample a supermarket might gather data on customer 
purchasing habits. Using association rule learning, the 
supermarket can determine which products are fre-
quently bought together and use this information for 
marketing purposes. This is sometimes referred to as 
market basket analysis.

Clustering – is the task of discovering groups and 
structures in the data that are in some way or another 
“similar”, without using known structures in the data.

Classification – is the task of generalizing known 
structure to apply to new data. For example, an e-mail 
program might attempt to classify an e-mail as “legiti-
mate” or as “spam”.

Regression – attempts to find a function which mod-
els the data with the least error.

Summarization – providing a more compact repre-
sentation of the data set, including visualization and 
report generation.

Decision Tree:

In decision analysis a decision tree and the closely relat-
ed influence diagram are used as a visual and analytical 
decision support tool, where the expected values (or 
expected utility) of competing alternatives are calcu-
lated.

A decision tree consists of 3 types of nodes:

Decision nodes - commonly represented by squares
Chance nodes - represented by circles
End nodes - represented by triangles

Advantages of decision trees:

•Are simple to understand and interpret. People are 
able to understand decision tree models after a brief 
explanation.

•Have value even with little hard data. Important in-
sights can be generated based on experts describing a 
situation (its alternatives, probabilities, and costs) and 
their preferences for outcomes.

•Allow the addition of new possible scenarios.

•Help determine worst, best and expected values for 
different scenarios.

•Use a white box model. If a given result is provided 
by a model.

•Can be combined with other decision techniques. The 
following example uses Net Present Value calculations, 
PERT 3-point estimations (decision #1) and a linear dis-
tribution of expected outcomes (decision #2).

Disadvantages of decision trees:

•For data including categorical variables with different 
number of levels, information gain in decision trees are 
biased in favor of those attributes with more levels.

•Calculations can get very complex particularly if many 
values are uncertain and/or if many outcomes are 
linked.
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Related Work And Background:

The discretization of a continuous-valued attribute 
consists of transforming it into a finite number of inter-
vals and to re-encode, for all instances, each value on 
this attribute by associating it with its corresponding 
interval. There are many ways to realize this process.

One of these ways consists in realizing a discretization 
with a fixed number of intervals. In this situation, the 
user must a priori choose the appropriate number: too 
many intervals will be unsuited to the learning problem 
and too few intervals can risk losing some interesting 
information. A continuous attribute can be divided in 
intervals of equal width (figure 1) or equal frequency 
(figure 2). Other methods exist to constitute the in-
tervals, for example based on the clustering principles 
–e.g., K-means clustering discretization (Monti & Coo-
per, 1999).

Nevertheless, for supervised learning, these discretiza-
tion methods ignore an important source of informa-
tion: the instance labels of the class attribute. By con-
trast, the supervised discretization methods handle 
the class label repartition to achieve the different cuts 
and find the more appropriate intervals. 

The figure 3 shows a situation where it is more efficient 
to have only 2 intervals for the continuous attribute in-
stead of 3: it is not relevant to separate two bordering 
intervals if they are composed of the same class data. 
Therefore, the supervised or unsupervised quality of a 
discretization method is an important criterion to take 
into consideration.

Another important criterion to qualify a method is 
the fact that a discretization either processes on the 
different attributes one by one or takes into account 
the whole set of attributes for doing a overall cutting.
The second case, called “multivariate discretization”, 
is particularly interesting when some interactions exist 
between the different attributes.  

On figure 4, a supervised discretization attempts to 
find the correct cuts by taking into account only one 
attribute independently of the others. This will fail: it 
is necessary to represent the data with the attributes 
X1 and X2 together to find the appropriate intervals on 
each attribute.

Univariate Unsupervised Discretization:

The simplest discretization methods make no use of 
the instance labels of the class attribute. For example, 
the equal width interval binning consists of observing.

the values of the dataset, to identify the minimum and 
the maximum values observed, and to divide the con-
tinuous attribute into the number of intervals chosen 
by the user (figure 1). 

Nevertheless, in this situation, if uncharacteric extreme 
values exist in the dataset (“outliers”), the range will 
be changed and the intervals will be misappropriate. 
To avoid this problem, it is possible to divide the con-
tinuous attribute in intervals containing the same num-
ber of instances (figure 2): this method is called equal 
frequency discretization method.

The unsupervised discretization can be grasped as a 
problem of sorting and separating intermingled prob-
ability laws (Potzelberger & Felsenstein, 1993). 

The existence of an optimum analysis was studied by 
Teicher (1963) and Yakowitz and Spragins (1963). 

Nevertheless, these methods are limited in their appli-
cation in data mining due to too strong statistical hy-
potheses seldom checked with real data.
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Univariate Supervised Discretization:

To improve the quality of a discretization in supervised 
data mining methods, it is important to take into ac-
count the instance labels of the class attribute. The 
figure 3 shows the problem of constituting intervals 
without the information of the class attribute. The in-
tervals that are the better adapted to a discrete ma-
chine learning method are the “pure” intervals con-
taining only instances of a given class. To obtain such 
intervals, the supervised discretization methods –such 
as the state-of-the-art method MDLPC– are based on 
statistical or information-theoretical criteria and heu-
ristics (Fayyad & Irani, 1993).In a particular case, even 
if one supervised method can give better results than 
another (Kurgan & Krysztof, 2004) however, with real 
data, the improvements of one method compared to 
the others supervised methods are insignificant. More-
over, the performance of a discretization method is dif-
ficult to estimate without a learning algorithm. In addi-
tion, the final results can arise from the discretization 
processing, the learning processing or the combination 
of both. 

Because the discretization is realized in an ad hoc way, 
independently of the learning algorithm characteristics, 
there is no guarantee that the interval cut will be opti-
mal for the learning method. Only a little work showed 
the relevance and the optimality of the global discreti-
zation for very specific classifier such as naive Bayes 
(Hsu, Huang & Wong, 2003; Yang & Webb, 2003). 

The supervised discretization methods can be distin-
guished depending on the way the algorithm proceeds: 
bottom-up (each value represents an interval and they 
are merged progressively to constitute the appropri-
ate number of intervals) or top-down (the whole data-
set represents an interval and it is progressively cut to 
constitute the appropriate number of intervals). How-
ever they are no significant performance differences 
between these two latest approaches (Zighed, Rako-
tomalala & Feschet, 1997).

Multivariate Unsupervised Discretization:

Association rules are an unsupervised learning method 
that needs discrete attributes. For such a method, the 
discretization of a continuous attribute can be realized 
in an univariate way but also in a multivariate way.

In the latter case, each attribute is cut in relation to 
the other attributes of the database, this approach can 
then provide some interesting improvements when 
unsupervised univariate discretization methods do not 
yield satisfactory results.

The multivariate unsupervised discretizations can be 
performed by clustering techniques using all attributes 
globally. It is also possible to consider each cluster ob-
tained as a class and improve the discretization quality 
by using (univariate) supervised discretization meth-
ods (Chmielewski & Grzymala-Busse, 1996).

An approach called multi-supervised discretization 
(Ludl & Widmer, 2000a) can be seen as a particular 
unsupervised multivariate discretization. This method 
starts with the temporary univariate discretization of 
all attributes. Then, the final cutting of a given attri-
bute is based on the univariate supervised discretiza-
tion of all others attributes previously and temporarily 
discretized. These attributes play the role of a class at-
tribute one after another. Finally, the smallest intervals 
are merged. 

For supervised learning problems, a paving of the rep-
resentation space can be done by cutting each continu-
ous attribute into intervals. The discretization process 
consists in merging the bordering intervals in which the 
data distribution is the same (Bay, 2001). Nevertheless, 
even if this strategy can introduce the class attribute in 
the discretization process, it can not give a particular 
role to the class attribute and can induce the discretiza-
tion to non-impressive results in the predictive model.

Multivariate Supervised Discretization:

When the learning problem is supervised and the in-
stance labels are scattered in the representation space 
with interactions between the continuous predictive 
attributes (as presented on figure 4), the methods 
previously seen will not give satisfactory results. Hy-
perCluster Finder is a method that will fix this problem 
by combining the advantages of the supervised and 
multivariate approaches (Muhlenbach & Rakotomala-
la, 2002). This method is based on clusters constituted 
as sets of same class instances that are closed in the 
representation space. The clusters are identified on a 
multivariate and supervised way: First, a neighborhood 
graph is built by using all predictive attributes to
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determine which instances are close to others; Second, 
the edges connecting two instances belonging to dif-
ferent classes are cut on the graph to constitute the 
clusters; Third, the minimal and maximal values of each 
relevant cluster are used as cut-points on each predic-
tive attribute. 

The intervals found by this method have the charac-
teristic to be “pure” on a pavement of the whole rep-
resentation space even if the purity is not guaranteed 
for an independent attribute; It is the combination of 
all predictive attribute intervals that will provide pure 
areas in the representation space.

Proposed Method:

The technique is essentially preprocessing since all the 
cut points are discovered and stored in a discretiza-
tion table prior to the start of the learning phase. The 
technique is compared with four other state-of-the-art 
discretization methods used as preprocessing discreti-
zation procedures.
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CONCLUSION AND FUTURE SCOPE:

Discretization of continuous features plays an impor-
tant role in data pre-processing. This paper briefly 
introduces that the generation of the problem of dis-
cretization brings many benefits including improving 
the algorithms’ efficiency and expanding their applica-
tion scope. There have been drawbacks in the existing 
literature to classify discretization methods. The idea 
and drawbacks of some typical methods are expressed 
in details by supervised or unsupervised category. 

Proposed Improved discretization approach signifi-
cantly reduces the IO cost and also requires one time 
sorting for numerical attributes which leads to a better 
performance in time dimension on rule mining algo-
rithms. According to the experimental results, our al-
gorithm acquires less execution time over the Entropy 
based algorithm and also adoptable for any attribute 
selection method by which the accuracy of rule mining 
is improved.
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