
Abstract:

Technology has its own implementation towards the 
automation system of Humanity considering all the as-
pects. In the recent trend of Cloud bomb where Soft-
ware Giants want to do some changes towards next 
phase of Technology revolution takes us to next level 
of technology with all loop holes based software tech-
nology. 

In the paper, after considering all the modes of cloud 
computing we keep forward the partition based parallel 
distribution system to be applied in the cloud environ-
ment where security in the public cloud would be the 
big issue. The Encryption and methodology involved in 
the into provide the best of service to mankind of the 
best in order to balance the load, which ni9n tem We 
named as Model Based ; which depends upon the peak 
and other factors of load . 
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1. Introduction:

As cloud computing is growing in popularity it is also 
growing in complexity. More and more providers are 
entering the market and different types of solutions 
are made. There are few physical restrictions on how 
a provider should let their users do provisioning, and 
little limitations in technological solutions. The result 
can be a complex and struggling introduction to cloud 
computing for users, and provisioning procedure can 
alternate between providers. First the scenario will be 
introduced, describing the example application and dif-
ferent means of provisioning in form of topologies.
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Fig.1.1 Showing the Summary view CloudEnvironment

2. Related work:

There are many cloud providers on the global market 
today. These providers support many layers of cloud, 
such as PaaS and IaaS. This vast amount of providers 
and new technologies and services can be overwhelm-
ing for many companies and small and medium busi-
nesses. There are no practical introductions to pos-
sibilities and limitations to cloud computing, or the 
differences between different providers and services. 
Each provider has some kind of management console, 
usually in form of a web interface and API. But model 
driven approaches are inadequate in many of these 
environments. UML diagrams such as deployment dia-
gram and component diagram are used in legacy sys-
tems to describe system architectures, but this advan-
tage has yet to hit the mainstream of cloud computing 
management.

Efficient Model Based Load Balance on Cloud 
Partitioning for the Public Cloud
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It is also difficult to have co-operational interaction on 
a business level without using the advantage of graphi-
cal models. The knowledge needed to handle one 
provider might differ to another, so a multi-cloud ap-
proach might be very resource-heavy on competence 
in companies. The types of deployment resources are 
different between the providers; even how to gain ac-
cess to and handle running instances might be very 
different.Although in reality end users are looking for 
something more than just creatinginstances in the 
cloud, they eventually want to move their application 
to the cloudenvironment. And to handle this they want 
a library which does as much of thisas possible, from 
pressing a button to having an application up and run-
ning on thecloud.

Fig.2.1 Dependency Graph based Analogy to put for-
ward the Best Approach

In the above fig. 2.1 the benefit of a topology where the 
application is distributed over several nodes is the scal-
ability and modularity, which were lacking in the single-
node topology. For instance, if the user demand should 
rapidly increase, we need part ion based approach.

3. Methodology:

In the Public cloud environment, we need to consider 
the aspect of technical consideration where we need to 
take the technology based security mechanism along 
with performance where we can provide the best of 
technology. For scalability and modularity the single-
node approach is restraining, i.e., it does not scale very 
well, and does not benefit from cloud advantages. If 
the application consumes too much CPU power, this 
slows the application totality down and decreases us-
ability. There is no strong link between Cloud and the 
application, but to maintain scalability some measures 
must be manually developed into high level solution. 
So the initial application code includes support for 
work load distribution through application design and 
deployment considerations. In these measures con-
sists of manually setting physical database address be-
fore deploying the application.

Multi-cloud:

Once able to provision the correct amount of nodes 
with desired properties on the first provider it became 
clear that mirroring the setup to the other provider is 
not as convenient as anticipated. There are certain as-
pects of vendor lock-in, so each script is hand-crafted 
for specific providers. The most noticeable differences 
would be (i) different ways of defining instance sizes, 
(ii) different versions, distributions or types of operat-
ing systems (images), (iii) different way of connection 
to provisioned instances. The lock-in situations can in 
many cases have financial implications where for ex-
ample a finished application is locked to one provider 
and this provider increases tenant costs. Or availabil-
ity decreases and results in decrease of service uptime 
damaging revenue.

Reproducibility:

The scripts provisioned nodes based on command-line 
arguments and did not persistthe designed topology 
in any way. This made topologies cumbersome to re-
produce. If the topology could be persisted in any way, 
for example serialized files, it would be possible to re-
use these files at a later time. The persisted topologies 
could also be reused on other clouds making a similar 
setup at another cloud provider, or even distribute the 
setup between providers. 
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Fig.3.1 Architectural Illustration of Load Balance in the 
Connection of Cloud

Load balancer. 
The feature of load balancer is implemented in cloud-
engine, but at writing moment, is not supported by all 
clouds. 
1 {
2 “name”: “test”,
3 “loadBalancer”: {
4 “name”: “test”,
5 “protocol”: “http”,
6 “loadBalancerPort”: 80,
7 “instancePort”: 80
8 },
9 “nodes”: []
10 }

After provisioning, or even deployment, is complete 
the users are left for themselves to manage any in-
stances related to a provisioning. Such management 
could be to (i) terminate nodes, (ii) stop nodes, (iii) 
restart nodes, (iv) apply vertical scaling or (v) assign 
load balancer. The web-based consoles offered by pro-
viders are of a high standard. Because of this quality in 
consoles, there is not a greater problem for users to do 
management themselves. Although such functionality 
could be built into Cloud, not just as an alternative, but 
as an improvement for users already relying on Cloud. 
The implementation, cloud-engine, possesses the abil-
ity to terminate nodes through a method call, provided 
a nodes ID. This functionality has been mainly used 
for testing purposes, but is fully operational and avail-
able. Although just providing the means of functional-
ities needed to fulfill management is not sufficient for 
Cloud, as a model-driven approach there must be a re-
fined link between templates,

4. Conclusion & Future Work :

Technology has its own limitation and in atoner side we 
can call it as the spectrum of its next level of Innova-
tion. Considering all the aspect which we put forward-
ing the paper where load balancing is the major factor 
give n in the architectural diagram where we put for-
ward for the topology based or in the other technical 
terminology we can tell it as the connection based on 
the number of hits and pool used for the same

Shareable:

Since the scripts did not remember a given setup it is 
impossible to share topologies “as is” between co-
workers. It is important that topologies can be shared 
because direct input from individuals with different ar-
eas of competence can increase quality. If the topol-
ogy could be serialized into files these files could also 
be interpreted and loaded into different tools to help 
visualizing and editing. 

Robustness:

There are several ways the scripts could fail and most 
errors are ignored. They are made to search for specific 
lines in strings returned by the APIs, if these strings are 
non-existent the scripts would just continue regardless 
of complete dependency to information within the 
strings. A preferable solution to this could be transac-
tional behavior with rollback functionality in case an 
error.In the view point of the load balance factor , we 
put search based top down approach having the map-
ping based on the key –value pair where hash based 
node approach in the big data analytics has been used 
to provide the best solution where we have to look for-
ward for the best approach in the sense of high porta-
bility solution.
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where  essential to most businesses and private citi-
zens that the major governments adopt the cloud and 
create a cloud strategy that models the best possible 
hybrid mix with the highest standards for security and 
service. It is probably that any provider that does not 
comply with these standards will go out of business, 
and companies that do not adopt the cloud will not be 
competitive. In the Aspect of future implementation 
we look forward for frame based or can tell as tool 
based approach for load balancing which IT industry 
call as product.
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