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ABSTRACT:

The process of finding high utility item sets from trans-
actional database is to get the exact data from data-
base, for that purpose I use UP-algorithm. The exist-
ing algorithms are namely UP-growth and UP-growth+ 
have some drawbacks, in UP-growth algorithm is a pro-
cess of finding an available item-set and in UP-growth+ 
algorithm, a process of finding an available path for 
dataset in database. 

These two algorithms give large data sets, it is time con-
suming process for execute the data in database, more 
transactions are necessary for getting the data, more 
time for checking the datasets in the database  and it 
takes large space to store the data in memory also. To 
overcome drawbacks of existing system, I proposes 
new algorithm, namely UP-Algorithm. It searches the 
data in the transactional data base for required item 
sets and effectively identifies the high utility item set 
with consideration of item values in less transaction in 
database. 

Index terms:

UP Tree, finding high utility items, UP-Algorithm,                 
product.

1. Introduction:

Data mining is the procedure of discover helpful infor-
mation from a collection of data. Data mining is with-
drawal of secret predicatively information great data-
bases. KDD in database is non-trivial method of identify 
valid, earlier unknown and potentially helpful pattern in 
data.The process of data mining is that mining of data 
or pattern from data in large database. This process is 
known as knowledge discovery process. Data mining 
plays an essential role in the KDD.
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1.1 Knowledge discovery (KDD) process:

The following figures show in development of knowl-
edge discovery (KDD). Knowledge discovery (KDD) 
is the step by step process for extracting knowledge 
from large databases.

1.2  Steps in KDD Process:

The following are the steps in Knowledge discovery 
(KDD) process.

Fig.1 Knowledge Discovery (KDD) process.

1)Data Cleaning.

2)Selection.

3)Mining.

4)Reduction.

5)Transformation.

6)Pattern evaluation

Efficient Mining of Frequent Item Sets from Relational 
Database
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Data Cleaning is the process of detecting and correct-
ing data records from the database.

Data Selection is the process selection of the data from 
the database for mining.

Data Mining is process that selected data is to mine 
from the database.

Data reduction and transformation Find positive fea-
tures, invariant representation and dimensionality/
variable reduction. In Data transformation the process 
is choosing functions of data mining as classification, 
summarization, regression, association and clustering.

Pattern evaluation is last step in KDD process, in this 
process Patterns and knowledge to be used or stored 
into knowledge-base.

Graphical User Interface:

Graphical User Interface is having the GUI container. 
It will host the specific GUI extensions cartridges that 
have the knowledge to access the individual underly-
ing data mining engines. The container GUI registers, 
for each GUI extension, the specific  data mining tech-
nique and configures the user interaction accordingly.
The GUI container gives the data mining system a com-
mon set of services, both infrastructural and end user 
oriented.

The infrastructural services are:

To register extensions, each of them implementing a  »
specific interaction contract.

To load on the GUI the specific extension options/ »
commands.

To route user commands to the dynamic expansion. »

To allow the user to select and access new exten- »
sions.

The general end user added value services are:

To provide the user with uniform presentation of  »
the elaboration phases.

To give access to general services like: to save, start,  »
stop, load, and see the progress of Data mining analy-
sis.

Data mining Engine:

The data mining Engine is the real soul of the system. 
It is completely decoupled from the presentation layer, 
but its internal structure shows a strong similarity with 
the one of the container GUI

The general engine behavior is the following:

1. The user selects a dataset

2. The user defines one or more data mining techniques 
to be applied on such a dataset

3. Possibly the user gives hints to the engine to drive 
the hypothesis search

1.3 Data Mining Primitives:

Task Relevant Data:

1.Database or data ware house name

2.Database tables or data ware house cubes

3.situation for data collection/grouping

4.important attribute or dimension

5. Data group criterion

Kinds of knowledge to be mined:

1.Discrimination

2.Association

3.Clustering

4.Outlier analysis

5.Classification/prediction
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Background knowledge:

1.Schema hierarchy street   < city < province_or_state 
< country.

2.Set-grouping hierarchy {20-39} = young, {40-59} = 
middle-aged.

3.Operation-derived hierarchy: email address: login-
name < department < university < country

Visualization of discovered patterns:

1.special background/usages might possibly need dis-
similar form of symbol Rules, tables, cross tabs, pi/bar 
chart.

2.Special kind of information requires different repre-
sentation, association, classification.

1.4  Utility Mining:

Utility mining emerge as a significant focus in data min-
ing field. The process of efficacy mining is near extract 
the utility item sets from transactional database.

External utility: 

Import of the material into database.

Internal utility: 

Import of the material in transactions of database Ef-
ficiency of an item-set is distinct as the creation of out-
side utility and internal utility. Item set is having high 
utility when that item set is higher than to the smallest 
threshold value of all item sets in database.

1.5.Mining High Utility Item-sets:

Mining high utility item sets is to get the high utility 
items like profit from the database.   Database have big 
number of items by profits, we get the high profit item 
by mining the data. 

Database also having the large number of weighted 
item sets by getting the high profit items we can re-
duce the memory space in the memory.

2. Literature Survey:

Sequential pattern mining is individual of the essential 
mining tasks in data mining. In the weighted Sequen-
tial pattern, the procedure is to consider the different 
consequence of every data element in a sequence da-
tabase. Time interval Weighted Support (TiWS) is help-
ful for finding more interesting sequential patterns. 
The proposed method is structure of TiWS pattern min-
ing the weight of every sequence in series database to 
be obtained by time interval of the element in progres-
sion, process of considering weight is by the TiWS pat-
terns.

Data Stream mining is the development of discovery 
frequent itemsets in the data base. For that purpose 
this paper proposes the novel algorithm named GUIDE 
(Generation of temporal maximal Utility Item sets from 
Data streams). In this algorithm the process is find the 
temporal maximal utility item sets starting data stream. 
Here also proposed a novel data structure namely 
TMUI-tree (Temporal Maximal UtilityItemset tree), it 
captures the utility item sets with one time scanning.

Mining high utility item sets starting transactional db 
is finding the high utility itemsets like profits and also 
produce great digit of applicant itemsets for high utility 
itemsets. Here the proposed method is UP-Growth for 
mining high utility itemsets with applicant item-sets.

The information of utility items is maintained in data 
structure named as UP-Tree. UP-Growth not only re-
duce the number of candidates in itemsets in database 
but also outperforms extra algorithms consider in 
terms of finishing time.

High utility pattern mining is one of the essential re-
searches in mining. Every item is having different prof-
its in database from that get thee high profit item set. 
Here they suggest three original tree structures to pro-
fessionally perform incremental HUP mining. The first 
tree structure Incremental HUP Lexicographic Tree it 
is set the items lexicographic order. It can imprison 
the incremental data with every reform operation. The 
middle tree structure is the IHUP Transaction Frequen-
cy Tree, it is arranged the items in according to their 
operation frequency. The final tree IHUP-Transaction 
Weighted Utilization Tree is planned based on the TWU 
charge of items in downward order.
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Data Cleaning is the process of detecting and correct-
ing data records from the database.

Data Selection is the process selection of the data from 
the database for mining.

Data Mining is process that selected data is to mine 
from the database.

Data reduction and transformation Find positive fea-
tures, invariant representation and dimensionality/
variable reduction. In Data transformation the process 
is choosing functions of data mining as classification, 
summarization, regression, association and clustering.

Pattern evaluation is last step in KDD process, in this 
process Patterns and knowledge to be used or stored 
into knowledge-base.

Graphical User Interface:

Graphical User Interface is having the GUI container. 
It will host the specific GUI extensions cartridges that 
have the knowledge to access the individual underly-
ing data mining engines. The container GUI registers, 
for each GUI extension, the specific  data mining tech-
nique and configures the user interaction accordingly.
The GUI container gives the data mining system a com-
mon set of services, both infrastructural and end user 
oriented.

The infrastructural services are:

To register extensions, each of them implementing a  »
specific interaction contract.

To load on the GUI the specific extension options/ »
commands.

To route user commands to the dynamic expansion. »

To allow the user to select and access new exten- »
sions.

The general end user added value services are:

To provide the user with uniform presentation of  »
the elaboration phases.

To give access to general services like: to save, start,  »
stop, load, and see the progress of Data mining analy-
sis.

Data mining Engine:

The data mining Engine is the real soul of the system. 
It is completely decoupled from the presentation layer, 
but its internal structure shows a strong similarity with 
the one of the container GUI

The general engine behavior is the following:

1. The user selects a dataset

2. The user defines one or more data mining techniques 
to be applied on such a dataset

3. Possibly the user gives hints to the engine to drive 
the hypothesis search

1.3 Data Mining Primitives:
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1.Database or data ware house name

2.Database tables or data ware house cubes

3.situation for data collection/grouping

4.important attribute or dimension

5. Data group criterion
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Background knowledge:

1.Schema hierarchy street   < city < province_or_state 
< country.

2.Set-grouping hierarchy {20-39} = young, {40-59} = 
middle-aged.

3.Operation-derived hierarchy: email address: login-
name < department < university < country

Visualization of discovered patterns:

1.special background/usages might possibly need dis-
similar form of symbol Rules, tables, cross tabs, pi/bar 
chart.

2.Special kind of information requires different repre-
sentation, association, classification.

1.4  Utility Mining:

Utility mining emerge as a significant focus in data min-
ing field. The process of efficacy mining is near extract 
the utility item sets from transactional database.

External utility: 

Import of the material into database.

Internal utility: 

Import of the material in transactions of database Ef-
ficiency of an item-set is distinct as the creation of out-
side utility and internal utility. Item set is having high 
utility when that item set is higher than to the smallest 
threshold value of all item sets in database.

1.5.Mining High Utility Item-sets:

Mining high utility item sets is to get the high utility 
items like profit from the database.   Database have big 
number of items by profits, we get the high profit item 
by mining the data. 

Database also having the large number of weighted 
item sets by getting the high profit items we can re-
duce the memory space in the memory.

2. Literature Survey:

Sequential pattern mining is individual of the essential 
mining tasks in data mining. In the weighted Sequen-
tial pattern, the procedure is to consider the different 
consequence of every data element in a sequence da-
tabase. Time interval Weighted Support (TiWS) is help-
ful for finding more interesting sequential patterns. 
The proposed method is structure of TiWS pattern min-
ing the weight of every sequence in series database to 
be obtained by time interval of the element in progres-
sion, process of considering weight is by the TiWS pat-
terns.

Data Stream mining is the development of discovery 
frequent itemsets in the data base. For that purpose 
this paper proposes the novel algorithm named GUIDE 
(Generation of temporal maximal Utility Item sets from 
Data streams). In this algorithm the process is find the 
temporal maximal utility item sets starting data stream. 
Here also proposed a novel data structure namely 
TMUI-tree (Temporal Maximal UtilityItemset tree), it 
captures the utility item sets with one time scanning.

Mining high utility item sets starting transactional db 
is finding the high utility itemsets like profits and also 
produce great digit of applicant itemsets for high utility 
itemsets. Here the proposed method is UP-Growth for 
mining high utility itemsets with applicant item-sets.

The information of utility items is maintained in data 
structure named as UP-Tree. UP-Growth not only re-
duce the number of candidates in itemsets in database 
but also outperforms extra algorithms consider in 
terms of finishing time.

High utility pattern mining is one of the essential re-
searches in mining. Every item is having different prof-
its in database from that get thee high profit item set. 
Here they suggest three original tree structures to pro-
fessionally perform incremental HUP mining. The first 
tree structure Incremental HUP Lexicographic Tree it 
is set the items lexicographic order. It can imprison 
the incremental data with every reform operation. The 
middle tree structure is the IHUP Transaction Frequen-
cy Tree, it is arranged the items in according to their 
operation frequency. The final tree IHUP-Transaction 
Weighted Utilization Tree is planned based on the TWU 
charge of items in downward order.
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The proposed method is build a Frequent Pattern tree 
and pass through a sub tree of the FP tree to produce 
every one the frequent patterns for an items with no 
construct some extra sub trees. Several approaches 
have been projected for mining frequent pattern but 
it performance is degrades because of large memory 
space for storing the data. In arrange to reducing the 
tradition of memory space, some methods are use in 
mining several pattern bases on regular pattern tree. 
Now the advance is traversing a sub tree used for 
items. This advance merges with removes the sub tree 
to decrease the FP tree smaller.

The proposed technique of Weighted Frequent Itemset 
Mining is finding the item-sets with different weights of 
the items in the database, this process is also satisfies 
the downward closure property. All association rule 
mining algorithms suggested that process is based on 
the Apriori algorithm. The downward closure property 
is maintained by pushing the weights into the pattern 
growth algorithm. Here smallest weight constraints 
are defined and items are given dissimilar weights 
within the weight range of itemsets in database. By 
the process of frequent itemset mining is having large 
database for storing the items in the database.

3. Existing Method:

The existing system having two algorithms, namely UP-
growth and UP-growth+ have some drawbacks. In UP-
growth algorithm is a process of finding an available 
item-set and in UP-growth+ algorithm, a process of 
finding an available path for dataset in database. These 
two algorithms give large data sets, it is time consum-
ing process for execute the data in database, more 
transactions are necessary for getting the data, more 
time for checking the datasets in the database  and it 
takes large space to store the data in memory also.

UP-growth:

The algorithm process is adding another two methods 
into the structure of FP-Growth.  Using these methods, 
over estimated utilities of items can be decreases the 
number of PHUI in database.

UP-growth algorithm is a process of finding an avail-
able item-set in the database. It is time consuming pro-
cess and it takes large space in the memory.

Algorithm:
UP-growth+:

This algorithm is used for reducing overrated utilities 
additional efficiently.
In UP-Growth+ minimal joint utilities in every pathway 
be use to create the estimated prune values faster to 
actual utility values of the prune items in databases. 
UP-growth+ algorithm is the process of finding an avail-
able path for dataset in database, it takes large space 
in the memory.

3.2 Proposed Method:

To overcome drawbacks of existing system, I proposes 
new algorithm, namely UP-Algorithm. It searches the 
data in the transactional data base for required item 
sets and effectively identifies the high utility item sets 
by giving item values.

4.Algorithm:

The following algorithm shows the procedure for find-
ing high utility items from transactional database.

Algorithm:

Subroutine: Utility Pattern ( Tx, Hx, X)
Input: A UP-Tree Tx, a header table Hx for Tx and an 
itemset X.
Output: All HUIs in Tx.
Procedure: UP (Tx, Hx, X)
(1)For each entry ai in Hx do
(2) Generate a PHUI Y= XUai;
(3) The estimate utility of Y is set as ai’s utility value in 
Hx;
(4) Construct Y’s conditional pattern base Y-CPB;
(5) Scan-I (unpromising items)
(6) Insert unpromising items in Y-CPB into Hy
(7) Apply DLU and DLN strategies into Hy.
(8) Put promising items into Hy.
(9) Scan-II (find the high profit itemsets)
(10) If Tynull then call UP (Ty,  Hy , Y);

5. Implementation:

The following modules are used in the proposed meth-
od for my project.
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Modules:

1.Product.

2.UP-Tree.

3.Utility Pattern(UP).

4.Identify The Utility Items.

5.Finding High Utility Itemsets.

Module Description:
1. Product:

This module is used for adding the items with profit by 
multiple providers and providers are also perform add 
the product, update the product, and delete the prod-
uct. These items can be viewed by the admin and regis-
tered customers also viewed by the admin. Customers 
can view the item details after login and purchase the 
items by using the OTP (one time password).

2. UP-Tree:

In this module construct the UP-tree for the execution 
of algorithm. This module is used for the scan the origi-
nal database repeatedly and UP-tree is maintaining the 
information of the database and transactions in the da-
tabase. Two strategies are applied for the storing the 
transactions of the database in UP-tree.

3. UP (Utility Pattern):

The method of Utility Pattern (UP) starts after the con-
struction of the UP-tree. In this method first find the 
PHUI of the given items in the database and perform 
the two scans of the original databases. In the first scan 
the unpromising items are identified and after that get 
the promising items after that in second scan the high 
profit items are identified.

4. Identify The Utility Items:

In this module the process is starts after finding the 
PHUIs of the given database. After getting of the PHU-
Is for database the next step is scan the database for 
getting the unpromising items and promising items.

In the previous method the process of finding utility 
items is time consuming process and it takes lot of 
transactions in the databases. In our method the pro-
cess is easy to finding items with utility of the given da-
tabases.

5. Finding High Utility Itemsets:
In this module the process is apply the DGU and DLN for 
the items in the given database, after that the promis-
ing items of the database are put into the CPB of the 
items. in this module the second scan of the database 
is finds the high profit itemsets from the total transac-
tions in database.

6.Conclusion:

In this paper the proposed UP-algorithm is to discover 
the high profit items from the transactional database. 
Here the algorithm is use UP-tree structure for the stor-
ing the items of transactional databases and this tree 
structure is known as compact tree structure. In this 
algorithm searching the high profit items in database is 
by giving the item values of the data items in database. 
The previous algorithms is having lot of transactions 
and it takes more time to execution, so new proposed 
algorithm is used for getting high profit items.

7. References:

1. J.H. Chang, “Mining Weighted Sequential Patterns 
in a Sequence Database with a Time- Interval Weight,” 
Knowledge-Based Systems, volume 24, number  1, pp.  
1-9,  2011.

2. B.-E. Shie, V. S . Tseng, and P .S. Yu, “Online Min-
ing of Temporal Maximal Utility Item-sets from Data 
Streams,” Proceedings. 25th Ann.ACM Symp. Applied 
Computing, Mar. 2010.

3. V.S. Tseng, C.-W. Wu, B.-E. Shie, and P.S. Yu, “UP-
Growth: An Efficient Algorithm for High Utility Itemsets 
Mining”, Proceedings. 16th ACM SIGKDD Conference 
Knowledge Discovery and Data Mining  pp. 253-262, 
2010.

4. C.F. Ahmed, S.K. Tanbeer, B.-S. Jeong, and Y.-K. 
Lee, “Efficient Tree Structures for High Utility Pattern 
Mining in Incremental Databases”, IEEE Transaction.
Knowledge and Data Engineering, volume 21, number 
12, pp. 1708-1721, December  2009.

5. S. J. Yen, Y. S. Lee, C. K. Wang, C.W. Wu and L.-Y. Ouy-
ang, “The Studies of Mining Frequent Patterns Based 
on Frequent Pattern Tree,” Proceedings. 13th Pacific-
Asia Conf. Advances in Knowledge Discovery and Data 
Mining, volume 5476, pp. 232-241, 2009.

6. U. Yun and J.J. Leggett, “WFIM: Weighted Frequent 
Itemset Mining with a Weight Range and a Minimum 
Weight”, Proceedings SIAM Int’l Conference Data Min-
ing (SDM ’05), pp. 636-640, 2005.
 



                  Volume No: 1(2014), Issue No: 12 (December)                                                                                            December 2014
                                                                                   www.ijmetmr.com                                                                                                                                                     Page 187

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A  Peer Reviewed Open Access International Journal 

The proposed method is build a Frequent Pattern tree 
and pass through a sub tree of the FP tree to produce 
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have been projected for mining frequent pattern but 
it performance is degrades because of large memory 
space for storing the data. In arrange to reducing the 
tradition of memory space, some methods are use in 
mining several pattern bases on regular pattern tree. 
Now the advance is traversing a sub tree used for 
items. This advance merges with removes the sub tree 
to decrease the FP tree smaller.
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the downward closure property. All association rule 
mining algorithms suggested that process is based on 
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ing process for execute the data in database, more 
transactions are necessary for getting the data, more 
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The algorithm process is adding another two methods 
into the structure of FP-Growth.  Using these methods, 
over estimated utilities of items can be decreases the 
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by giving item values.

4.Algorithm:
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(6) Insert unpromising items in Y-CPB into Hy
(7) Apply DLU and DLN strategies into Hy.
(8) Put promising items into Hy.
(9) Scan-II (find the high profit itemsets)
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od for my project.

                  Volume No: 1(2014), Issue No: 12 (December)                                                                                            December 2014
                                                                                   www.ijmetmr.com                                                                                                                                                     Page 188

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Monthly Peer Reviewed Open Access International e-Journal   

Modules:

1.Product.

2.UP-Tree.

3.Utility Pattern(UP).

4.Identify The Utility Items.

5.Finding High Utility Itemsets.

Module Description:
1. Product:

This module is used for adding the items with profit by 
multiple providers and providers are also perform add 
the product, update the product, and delete the prod-
uct. These items can be viewed by the admin and regis-
tered customers also viewed by the admin. Customers 
can view the item details after login and purchase the 
items by using the OTP (one time password).

2. UP-Tree:

In this module construct the UP-tree for the execution 
of algorithm. This module is used for the scan the origi-
nal database repeatedly and UP-tree is maintaining the 
information of the database and transactions in the da-
tabase. Two strategies are applied for the storing the 
transactions of the database in UP-tree.

3. UP (Utility Pattern):

The method of Utility Pattern (UP) starts after the con-
struction of the UP-tree. In this method first find the 
PHUI of the given items in the database and perform 
the two scans of the original databases. In the first scan 
the unpromising items are identified and after that get 
the promising items after that in second scan the high 
profit items are identified.

4. Identify The Utility Items:

In this module the process is starts after finding the 
PHUIs of the given database. After getting of the PHU-
Is for database the next step is scan the database for 
getting the unpromising items and promising items.

In the previous method the process of finding utility 
items is time consuming process and it takes lot of 
transactions in the databases. In our method the pro-
cess is easy to finding items with utility of the given da-
tabases.

5. Finding High Utility Itemsets:
In this module the process is apply the DGU and DLN for 
the items in the given database, after that the promis-
ing items of the database are put into the CPB of the 
items. in this module the second scan of the database 
is finds the high profit itemsets from the total transac-
tions in database.

6.Conclusion:

In this paper the proposed UP-algorithm is to discover 
the high profit items from the transactional database. 
Here the algorithm is use UP-tree structure for the stor-
ing the items of transactional databases and this tree 
structure is known as compact tree structure. In this 
algorithm searching the high profit items in database is 
by giving the item values of the data items in database. 
The previous algorithms is having lot of transactions 
and it takes more time to execution, so new proposed 
algorithm is used for getting high profit items.
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