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Abstract:

Input vector monitoring concurrent built-in self test 
(BIST)schemes perform testing during the normal opera-
tion of the circuitwithout imposing a need to set the circuit 
offline to perform the test.These schemes are evaluated 
based on the hardware overhead and theconcurrent test 
latency (CTL), i.e., the time required for the test tocom-
plete, whereas the circuit operates normally. In this brief, 
we presenta novel input vector monitoring concurrent 
BIST scheme, which is basedon the idea of monitoring a 
set (called window) of vectors reaching thecircuit inputs 
during normal operation, and the use of a static-RAM-
likestructure to store the relative locations of the vectors 
that reach thecircuit inputs in the examined window; the 
proposed scheme is shownto perform significantly bet-
ter than previously proposed schemes withrespect to the 
hardware overhead and CTL tradeoff. As an extention,in 
the CUT we are using dadda multiplier(8*8).we are using 
Xilinx version to verify the output.the performance analy-
sis of the dada multiplier is verified using BIST. 

Keywords:
Built-in self-test (BIST),Circuit Under test (CUT),Response 
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I. INTRODUCTION:

With the advance of VLSI technology, the capacityand 
density of memories is rapidly growing. The yield im-
provement and testing issues have become the most criti-
cal challenges for memory manufacturing. The BIST is 
used to detect and locate faulty cells of circuit under test. 
Input vector monitoring concurrent BIST techniques 
have been proposed to avoid this performance degrada-
tion. These architectures test the CUT concurrently with 
its normal operation by exploiting input vectors appearing 
to the inputs of the CUT; if the incoming vector belongs 
to a set called active test set, the RV is enabled to capture 
the CUT response.

The block diagram of an input vector monitoring concur-
rent BIST architecture. BIST utilizes a Test Pattern Gen-
erator (TPG) to generate the test patterns that are applied 
to the inputs of the Circuit Under Test (CUT). In off-line 
BIST, the normal operation of the CUT is stalled in order 
to perform the test. Thus, if the CUT is of critical im-
portance for the function of the circuit, the total circuit 
performance is degraded. To avoid such performance 
degradation, input vector monitoring concurrent BIST 
techniques have been proposed, that exploit input vectors 
arriving at the inputs of the CUT during normal operation.
Linear Feedback Shift Registers (LFSRs) have been by far 
the most popular devices for pseudo-random test pattern 
generation in BIST schemes . They have the advantage of 
very low hardware overhead. However, for circuits with 
random pattern resistant faults, high fault coverage can-
not be achieved within an acceptable test length.

Fig 1: CBIST

A.CUT (Circuit Under Test):

The CUT has n inputs and m outputs and is tested exhaus-
tively; hence, the test set size is N = 2n.Let us consider a 
combinational CUT with n input lines, asshown in Fig. 
2; hence the possible input vectors for this CUTare 2n. 
The proposed scheme is based on the idea of monitoringa 
window of vectors,
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hence the possible input vectors for this CUTare 2n. The 
proposed scheme is based on the idea of monitoringa win-
dow of vectors, whose size is W, with W = 2w,where w is 
an integer number w <n. Every moment, the test vectors-
belonging to the window are monitored, and if a vector 
performs ahit, the RV is enabled.

B.CBU (Concurrent BIST Unit):

A typical BIST architecture that consists of Test Pattern 
Generator (TPG) usually implemented as a LFSR, Test 
Response Analyzer (TRA), Multiple Input Signature Reg-
ister (MISR), CUT and BIST control unit.The approach 
uses the concept of reducing the transitions in the test 
pattern generated by conventional LFSR. The transition 
is reduced by increasing the correlation between the suc-
cessive bits.The technique can operate in either normal or 
test mode, depending on the value of the signal labeled 
T/N.During normal mode, the vector that drives the in-
puts of theCUT (denoted by d[n:1] in Fig. 1) is driven 
from the normal inputvector (A[n:1]). A is also driven 
to a concurrent BIST unit (CBU),where it is compared 
with the active test set. If it is found thatA matches one 
of the vectors in the active test set, we say thata hit has 
occurred. In this case, A is removed from the activetest 
set and the signal response verifier enable (rve) is issued, 
toenable the m-stage RV to capture the CUT response to 
the inputvector.C-BIST has low hardware overhead but 
very high concurrent test latency, since in every clock 
cycle the input vector is compared against only one ac-
tive test vector. To drive down the concurrent test latency, 
four techniques have been proposed so far, namely Mul-
tiple Hardware Signature Analysis Technique (MHSAT, 
[3]), Order Independent Signature Analysis Technique 
(OISAT, [4]), windowed-Comparative Concurrent BIST 
(w-CBIST, [5]) and RAM-based concurrent BIST (RC-
BIST [6]). These techniques accomplish to decrease the 
Concurrent Test Latency by increasing the number of ac-
tive test vectors.

C.RV ( Response Verifier):

When all input vectors have performed hit, the contentsof 
RV are examined. During test mode, the inputs to the CU-
Tare driven from the CBU outputs denoted TG[n:1]. The 
concurrenttest latency (CTL) of an input vector monitor-
ing scheme is themean time (counted either in number of 
clock cycles or time units)required to complete the test 
while the CUT operates in normalmode.

The Active test set Generator and Comparator of CBIST 
is a single Linear Feedback Shift Register (LFSR) and a 
comparator and thus the active test set consists of only one 
active test vector, which is the current value of the LFSR. 
During normal mode, the input vector is compared with 
the unique active test vector. If the two vectors match, the 
LFSR proceeds to the next state changing the active test 
vector and the Response Verifier is enabled.

II.Proposed Architecture:

Fig 2: Proposed Architecture

 
Fig 3: Decoder Architecture.

A.Architecture of Proposed  Scheme:

The bits of the input vector are separated into two distinct 
sets comprising w and k bits, respectively, such thatw + 
k = n. The k (high order) bits of the input vector show 
whetherthe input vector belongs to the window under 
consideration.
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The wremaining bits show the relative location of the 
incoming vector inthe current window. If the incoming 
vector belongs to the currentwindow and has not been 
received during the examination of thecurrent window, 
we say that the vector has performed a hit and theRV 
is clocked to capture the CUT’s response to the vector. 
Whenall vectors that belong to the current window have 
reached the CUTinputs, we proceed to examine the next 
window.The module implementing the idea is shown in 
Fig. 2. It operatesin one out of two modes, normal, and 
test, depending onthe value of the signal T/N. When T/N 
= 0 (normal mode)the inputs to the CUT are driven by the 
normal input vector.The inputs of the CUT are also driven 
to the CBU asfollows: the k (high order) bits are driven 
to the inputs of ak-stage comparator; the other inputs of 
the comparator are drivenby the outputs of a k-stage test 
generator TG. The proposed schemeuses a modified de-
coder (denoted as m_dec in Fig. 2) and a logicmodule 
based on a static-RAM (SRAM)-like cell, as will be ex-
plainedshortly. The design of the m_dec module for w = 3 
is shown in Fig. 3and operates as follows. When test gen-
erator enable (tge) is enabled,all outputs of the decoder 
are equal to one. When comparatot (cmp)is disabled (and 
tge is not enabled) all outputs are disabled. When tge is 
disabled and cmp is enabled, the module operates as a 
normaldecoding structure.

B.DADDA MULTIPLIER:

Dadda multipliers are the refinement of parallel multipli-
ers first presented by Wallace in 1964. Dadda multiplier 
performs reduction whenever necessary. The maximum 
height of each stage is determined by final stage addition 
which consists of two rows of partial products. These two 
rows are then combined using a fast carry propagating ad-
der (CPA). In the Wallace method, the partial products are 
reduced as soon as possible. In contrast, Dadda method 
does the minimum reduction necessary at each level to   
perform the reduction in the same number of levels as 
required by the Wallace method resulting in a design with 
fewer full adders and half adders. The disadvantage of 
Dadda method is that it requires a slightly wider, fast CPA 
and has a less regular structure than Wallace’s. Figure 2 
shows a 8x8 Dadda multiplier. Dadda [2] generalized and 
extended Wallace’s results by noting that a full adder can 
be thought of as a circuit, which counts the number of 
ones in the input and outputs that number in 2-bit binary 
form. Using such a counter, Dadda postulated that, at each 
stage, only minimum amount of reduction should be

 done in order to reduce the partial product matrix by a 
factor of 1 .5. Dadda’s method requires the same num-
ber of levels as that of Wallace method.However Dadda’s  
method does the minimum reduction necessary a teach 
level. This results in a design with fewer full adders and 
half adders. The number of (3,2) and (2,2) counters re-
quired is minimized in Dadda’s technique compared to 
Wallace tree.The disadvantage of Dadda’s method is that 
it requires a slightly wider fast Carry Propagate Adder 
(CPA) and has a less regular structure than Wallace. Fig 
1 shows a 8x8 Dadda multiplier. It the reduction process 
for a Dadda multiplier is developed using the following 
recursive algorithm.Wallace or Dadda algorithm for com-
pressing partial products and  4x4 Dadda and Wallace tree 
The proposed hybrid multiplier uses Wallace compression 
for the same groups and Dadda compression is remaining 
groups .Two groups are assigned Wallace compression 
and other two groups are assigned Wallace compression 
various hybrid multiplier combinations have been con-
structed and simulated.

III.SIMULATION RESULTS:
DADDA MULTIPLIER:
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View rtl schematic:

 
Synthesis report:

IV.CONCLUSION:

In this brief, a novel input vector monitoring concurrent 
BIST scheme is proposed, which compares favorably to 
previously proposed schemes with respect to the hard-
ware overhead/CTL tradeoff. BIST schemes constitute 
an attractive solution to the problemof testing VLSI de-
vices. Input vector monitoring concurrent BISTschemes 
perform testing during the circuit normal operation with-
outimposing a need to set the circuit offline to perform 
the test, thereforethey can circumvent problems appear-
ing in offline BIST techniques. The evaluation criteria for 
this class of schemes are the hardware overhead and the 
CTL, i.e., the time required for the test to complete,while 
the circuit operates normally. In this brief, a novel input 
vectormonitoring concurrent BIST architecture has been 
presented, basedon the use of a SRAM-cell

like structure for storing the information ofwhether an 
input vector has appeared or not during normal opera-
tion.The proposed scheme is shown to be more efficient 
than previouslyproposed input vector monitoring concur-
rent BIST techniques interms of hardware overhead and 
CTL.
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The wremaining bits show the relative location of the 
incoming vector inthe current window. If the incoming 
vector belongs to the currentwindow and has not been 
received during the examination of thecurrent window, 
we say that the vector has performed a hit and theRV 
is clocked to capture the CUT’s response to the vector. 
Whenall vectors that belong to the current window have 
reached the CUTinputs, we proceed to examine the next 
window.The module implementing the idea is shown in 
Fig. 2. It operatesin one out of two modes, normal, and 
test, depending onthe value of the signal T/N. When T/N 
= 0 (normal mode)the inputs to the CUT are driven by the 
normal input vector.The inputs of the CUT are also driven 
to the CBU asfollows: the k (high order) bits are driven 
to the inputs of ak-stage comparator; the other inputs of 
the comparator are drivenby the outputs of a k-stage test 
generator TG. The proposed schemeuses a modified de-
coder (denoted as m_dec in Fig. 2) and a logicmodule 
based on a static-RAM (SRAM)-like cell, as will be ex-
plainedshortly. The design of the m_dec module for w = 3 
is shown in Fig. 3and operates as follows. When test gen-
erator enable (tge) is enabled,all outputs of the decoder 
are equal to one. When comparatot (cmp)is disabled (and 
tge is not enabled) all outputs are disabled. When tge is 
disabled and cmp is enabled, the module operates as a 
normaldecoding structure.

B.DADDA MULTIPLIER:

Dadda multipliers are the refinement of parallel multipli-
ers first presented by Wallace in 1964. Dadda multiplier 
performs reduction whenever necessary. The maximum 
height of each stage is determined by final stage addition 
which consists of two rows of partial products. These two 
rows are then combined using a fast carry propagating ad-
der (CPA). In the Wallace method, the partial products are 
reduced as soon as possible. In contrast, Dadda method 
does the minimum reduction necessary at each level to   
perform the reduction in the same number of levels as 
required by the Wallace method resulting in a design with 
fewer full adders and half adders. The disadvantage of 
Dadda method is that it requires a slightly wider, fast CPA 
and has a less regular structure than Wallace’s. Figure 2 
shows a 8x8 Dadda multiplier. Dadda [2] generalized and 
extended Wallace’s results by noting that a full adder can 
be thought of as a circuit, which counts the number of 
ones in the input and outputs that number in 2-bit binary 
form. Using such a counter, Dadda postulated that, at each 
stage, only minimum amount of reduction should be

 done in order to reduce the partial product matrix by a 
factor of 1 .5. Dadda’s method requires the same num-
ber of levels as that of Wallace method.However Dadda’s  
method does the minimum reduction necessary a teach 
level. This results in a design with fewer full adders and 
half adders. The number of (3,2) and (2,2) counters re-
quired is minimized in Dadda’s technique compared to 
Wallace tree.The disadvantage of Dadda’s method is that 
it requires a slightly wider fast Carry Propagate Adder 
(CPA) and has a less regular structure than Wallace. Fig 
1 shows a 8x8 Dadda multiplier. It the reduction process 
for a Dadda multiplier is developed using the following 
recursive algorithm.Wallace or Dadda algorithm for com-
pressing partial products and  4x4 Dadda and Wallace tree 
The proposed hybrid multiplier uses Wallace compression 
for the same groups and Dadda compression is remaining 
groups .Two groups are assigned Wallace compression 
and other two groups are assigned Wallace compression 
various hybrid multiplier combinations have been con-
structed and simulated.

III.SIMULATION RESULTS:
DADDA MULTIPLIER:
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View rtl schematic:

 
Synthesis report:

IV.CONCLUSION:

In this brief, a novel input vector monitoring concurrent 
BIST scheme is proposed, which compares favorably to 
previously proposed schemes with respect to the hard-
ware overhead/CTL tradeoff. BIST schemes constitute 
an attractive solution to the problemof testing VLSI de-
vices. Input vector monitoring concurrent BISTschemes 
perform testing during the circuit normal operation with-
outimposing a need to set the circuit offline to perform 
the test, thereforethey can circumvent problems appear-
ing in offline BIST techniques. The evaluation criteria for 
this class of schemes are the hardware overhead and the 
CTL, i.e., the time required for the test to complete,while 
the circuit operates normally. In this brief, a novel input 
vectormonitoring concurrent BIST architecture has been 
presented, basedon the use of a SRAM-cell

like structure for storing the information ofwhether an 
input vector has appeared or not during normal opera-
tion.The proposed scheme is shown to be more efficient 
than previouslyproposed input vector monitoring concur-
rent BIST techniques interms of hardware overhead and 
CTL.
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