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ABSTRACT: 

This paper addresses the problem of keyword 

extraction from conversations, with the goal of using 

these keywords to retrieve, for each short conversation 

fragment, a small number of potentially relevant 

documents, which can be recommended to 

participants.. We first  propose an algorithm to extract 

keywords from the output of an  JIT Retrieval system 

(or a manual transcript for testing), which displays 

whether the keyword is present in a document and how 

many times it is present in a document, it shows the 

position of the keyword. Then, we propose a method 

IKIFS(Incremental Key Index Fast Search) is to 

extract the documents based upon the filtering option , 

Not all the documents will be derived only the user 

required document will be extracted, if the user need 

on particular format (Pdf, text, Word etc.) this system 

will derived only that selected files. Then the extracted 

documents will be stored in DB. It is a document 

database that provides high performance, high 

availability, and easy scalability. A MDB deployment 

hosts a number of databases. A database holds a set of 

collections. A collection holds a set of documents. 

 

INDEX TERMS: 

Clustering, IKIFS (Incremental Key Index Fast 

Search) and UFS (User Frequency Suggestion). 

 

OBJECTIVE: 

We first  propose an algorithm to extract keywords 

from the output of an  JIT Retrieval system (or a 

manual transcript for testing), which displays whether 

the keyword is present in a document and how many 

times it is present in a document, it shows the position  

 

of the keyword. Then, we propose a method IKIFS 

(Incremental Key Index Fast Search) is to extract the 

documents based upon the filtering option , Not all the 

documents will be derived only the user required 

document will be extracted, if the user need on 

particular format (Pdf, text, Wordetc) this system will 

derived only that selected files. Then the extracted 

documents will be stored in DB. It is a document 

database that provides high performance, high 

availability, and easy scalability. A MDB deployment 

hosts a number of databases. A database holds a set of 

collections. A collection holds a set of documents. 

A document is a set of key-value pairs. Documents 

have dynamic schema. Dynamic schema means that 

documents in the same collection do not need to have 

the same set of fields or structure, and common fields 

in a collection’s documents may hold different types of 

data. 

 

2. LITERATURE SURVEY: 

A Statistical Approach to Mechanized Encodingand 

Searching of Literary Information: 

Written communication of ideas is carried out on the 

basis of statistical probability in that a writer chooses 

that level of subject specificity and that combination of 

words which he feels will convey the most meaning. 

Since this process varies among individuals and since 

similar ideas are therefore relayed at differentlevels of 

specificity and by means of different words, the 

problem of literature searching by machinesstill 

presents major difficulties. A statistical approach to 

this problem will be outlined and the various stepsof a 

system based on this approach will be described.  

http://docs.mongodb.org/manual/reference/glossary/#term-document
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Steps include the statistical analysis of a collection of 

documents in a field of interest, the establishment of a 

set of "notions" and the vocabulary by which they are 

expressed, the compilation of a thesaurus-type 

dictionary and index, the automatic encoding of 

documents by machine with the aid of such a 

dictionary, the encoding of topological notations (such 

as branched structures), the recording of the coded 

information, the establishment of a searching pattern 

for finding pertinent information, and the 

programming of appropriate machines to carry out a 

search. 

 

Advantages:  

1. The major technical effort involved in substituting 

mechanical for intellectual means must, of course, be 

justified by the improved results obtained. 

 

Disadvantages: 

1. Language difficulties, too, will have to be met.To be 

of real value, future automatic systems will have to 

provide a workable means of overcoming the language 

barrier. 

2.It is  possible to recognize better the existence of 

different levels and the necessity of applying 

appropriately different techniques to their 

mechanization. 

 

Enforcing Topic Diversity in a Document  

Recommender for Conversations: 

This paper addresses the problem of building concise, 

diverse and relevant lists of documents, which can be 

recommended to the participants of a conversation to 

fulfill their information needs without distracting them. 

These lists are retrieved periodically by submitting 

multiple implicit queries derived from the pronounced 

words. Each query is related to one of the topics 

identified in the conversation fragment preceding the 

recommendation, and is submitted to a search engine 

over the English Wikipedia. We propose in this paper 

an algorithm for diverse merging of these lists, using a 

submodular reward function that rewards the topical 

similarity of documents to the conversation words as 

well as their diversity. We evaluate the proposed 

method through crowdsourcing. The results show the 

superiority of the diverse merging technique over 

several others which not enforce the diversity of 

topics. 

 

Advantages: 

1.Many studies addressed the topic diversification 

approach for re-ranking the retrieved results of a single 

query. However, these approaches are not directly 

applicable to multiple queries.To Overcome this, We 

proposed  our new technique to merge lists 

 

Disadvantages: 

1.When comparing Round-robin versus SimM, the 

scores show the superiority of the former method when 

the number of conveyed topics in fragments is higher 

than the number of recommended documents. 

2.It provides a diverse lists of documents in which 

documents relevant to less important topics are not 

displayed. However, when the number of topics is 

smaller than the number of recommendations, SimM 

provides better results. 

 

Linking Educational Materials to Encyclopedic 

Knowledge: 

This paper describes a system that automatically links 

study materials to encyclopedic knowledge, and shows 

how the availability of such knowledge within easy 

reach of the learner can improve both the quality of the 

knowledge acquired and the time needed to obtain 

such knowledge. 

 

Advantages: 

1. Here the learner can  improve both the quality of the 

knowledge acquired and the time needed to obtain 

such knowledge. 

2.We used to improve educational materials by 

automatically selecting keywords, technical terms and 

other key concepts and linking them to an external 

knowledge source, 
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Disadvantages: 

1. Finding the correct Wikipedia article that should be 

linked to a candidate keyword. Here, we face the 

problem of link ambiguity, meaning that a phrase can 

be usually linked to more than one Wikipedia page, 

and the correct interpretation of the phrase (and 

correspondingly the correct link) depends on the 

context where it occurs.  

2.This task is in fact analogous to the problem of word 

sense disambiguation and our system again uses state-

of-the-art techniques to address this problem. 

 

Document concept lattice for text understanding 

and summarization: 

We argue that the quality of a summary can be 

evaluated based on how many concepts in the original 

document(s) that can be preserved after 

summarization. Here, a concept refers to an abstract or 

concrete entity or its action often expressed by diverse 

terms in text. Summary generation can thus be 

considered as an optimization problem of selecting a 

set of sentences with minimal answer loss. In this 

paper, we propose a document concept lattice that 

indexes the hierarchy of local topics tied to a set of 

frequent concepts and the corresponding sentences 

containing these topics. The local topics will specify 

the promising sub-spaces related to the selected 

concepts and sentences. Based on this lattice, the 

summary is an optimized selection of a set of distinct 

and salient local topics that lead to maximal coverage 

of concepts with the given number of sentences. 

 

Advantages: 

1.we proposed a document concept lattice that indexes 

the hierarchy of local topics tied to a set of frequent 

concepts and the corresponding sentences containing 

these topics. 

2.Based on this lattice, the summary is an optimized 

selection of a set of distinct and salient local topics that 

lead to maximal coverage of concepts with the given 

number of sentences.  

 

 

Just-in-time information retrieval agents: 

A just-in-time information retrieval agent (JITIR 

agent) is software that proactively retrieves and 

presents information based on a person’s local context 

in an easily accessible yet nonintrusive manner. This 

paper describes three implemented JITIR agents: the 

Remembrance Agent, Margin Notes, and Jimminy. 

Theory and design lessons learned from these 

implementations are presented, drawing from 

behavioral psychology, information retrieval, and 

interface design. They are followed by evaluations and 

experimental results. The key lesson is that users of 

JITIR agents are not merely more efficient at 

retrieving information, but actually retrieve and use 

more information than they would with traditional 

search engines. 

 

Efficient estimation of word representations in 

vector space: 

We propose two novel model architectures for 

computing continuous vector representations of words 

from very large data sets. The quality of these 

representations is measured in a word similarity task, 

and the results are compared to the previously best 

performing techniques based on different types of 

neural networks. We observe large improvements in 

accuracy at much lower computational cost, i.e. it 

takes less than a day to learn high quality word vectors 

from a 1.6 billion words data set. Furthermore, we 

show that these vectors provide state-of-the-art 

performance on our test set for measuring syntactic 

and semantic word similarities. 

 

3. ANALYSIS: 

EXISTING SYSTEM: 

In the existing system  Just-in-time retrieval systems 

have the potential to bring a radical change in the 

process of query-based information retrieval.JIT 

Retrieval system (or a manual transcript for testing), 

which displays whether the keyword is present in a 

document and how many times it is present in a 

document, it highlights the position of the keyword.  
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It retrieve the document based on the query, a 

particular part of a document are retrieved to answered 

that query.In this section. It reads the full document 

only a part relevant to a query will be displayed, we 

review existing just-in-time-retrieval systems and 

methods used by them for query formulation.  

 

Drawbacks of Existing System: 

This system will extract only a particular part of the 

document based on  query request. 

 Time consumption will be high  

 Relevant document will not be displayed. 

 It will cover a few key word from Each topics . 

 It retrieves both relevant and irrelevant part of the 

documents 

 It displays more uncertain words in the documents 

and show ambiguous questions. 

 

PROPOSED SYSTEM: 

We have proposed a IKIFS (Incremental Key Index 

Fast Search)  to derived a documents based upon the 

user requirements once the keyword is given for a 

search this system will ask for filtering option here the 

user needs to filter what type of file is to be extracted 

like pdf or Word or video or music etc. This filtering 

option is used to extract the file in a particular format 

so that search will be fast and then time consumption 

will be less. the user will upload a new file which user 

wants to add in a storage area before uploading a file 

user needs to assigned a key for a particular file so 

that by using  that key particular file will be retrieved 

again. This file will be uploaded in a MONGO DB. It 

is a  cross-platform,  document database that provides 

high performance, high availability, and easy 

scalability. It focuses on flexibility, power, speed, and 

ease of use. It works on concept of collection and 

document. Database is a physical container for 

collections. Each database gets its own set of files on 

the file system. A single Mongo DB server typically 

has multiple databases. Collection is a group of 

Mongo DB documents. It is the equivalent of an 

RDBMS table. A collection exists within a single 

database.  

Collections do not enforce a schema. Documents 

within a collection can have different fields. 

Typically, all documents in a collection are of similar 

or related purpose.A document is a set of key-value 

pairs. Documents have dynamic schema. Dynamic 

schema means that documents in the same collection 

 

Advantages of Proposed System: 

 This  clustering decreases the chances  errors into  

the queries.  

 Quick response to the user. 

 Content of the will be displayed 

 

Methodologies are the process of analyzing the 

principles or procedure . The following are the four 

modules involved in the project. 

 

1. KEYWORD EXTRACT: 

The user will enter any text inorder to extract a 

document,here keywords and non-keywords will be 

separated.Based on the keywords documents will be 

retrived.Then user have to select the filtering option.  

 
2. Filtering System: 

The User first enter the keyword to search the contents 

based on the keyword user will select at what type of 

file should be extracted. The filtering option contains 

Doc, Pdf, Docx, Music, Video files 

 
3. Inspection system: 

Here the user will select the corresponding format 

from the filtering option and search the content based 

on the type which is required by the user. Searches will 

be done based on the keywords rather than keywords, 

normal words will not be searched. 
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4.PERSONALISED SEARCH: 

In this module the user will upload a new file which 

user wants to add in a storage area before uploading a 

file user needs to assigned a key for a particular file so 

that by using  that key  particular file will be retrieved 

again. This file will be uploaded in a mongo database. 

 

 
 

SEARCH BASED ON TYPE: 

Here IKIFS(Incremental Key Index Fast Search) 

algorithm is used to retrieve a document based on the 

key assigned to the document or a file.The user will 

select the type of the document will be retrieved i.e. 

text, word , pdf , image or audio/video  so that relevant 

document will be opened. 

 
CONCLUSION: 

We addressesed the problem of keyword extraction 

from conversations, with the goal of using these 

keywords to retrieve, for each short conversation 

fragment, a small number of potentially relevant 

documents, which can be recommended to 

participants.. We first  propose an algorithm to extract 

keywords from the output of an  JIT Retrieval system 

(or a manual transcript for testing), which displays 

whether the keyword is present in a document and how 

many times it is present in a document, it shows the 

position of the keyword. propose a method 

IKIFS(Incremental Key Index Fast Search) is to 

extract the documents based upon the filtering option. 
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