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ABSTRACT 

Text clustering is used to group documents with high 

levels of similarity. It has found applications in 

different areas of text mining and information 

retrieval. The digital data available nowadays has 

grown in huge volume and retrieving useful 

information from that is a big challenge. Text 

clustering has found an important application to 

organize the data and to extract useful information 

from the available corpus. In this paper, we have 

proposed a novel method for clustering the text 

documents. In the first phase features are selected 

using a genetic based method. In the next phase the 

extracted keywords are clustered using a hybrid 

algorithm. The clusters are classed under meaningful 

topics. The MLCL algorithm works in three phases. 

Firstly, the linked keywords of the genetic based 

extraction method are identified with a Must Link 

and Cannot Link algorithm (MLCL). Secondly, the 

MLCL algorithm forms the initial clusters. Finally, 

the clusters are optimized using Gaussian 

parameters. The proposed method is tested with 

datasets like Reuters-21578 and Brown Corpus. The 

experimental results prove that our proposed method 

has an improved performance than the fuzzy self-

constructing feature clustering algorithm. 

 

INTRODUCTION 

Document clustering (or text clustering) is the 

application of cluster analysis to textual documents. 

It has applications in automatic document 

organization, topic extraction and fast information 

retrieval or filtering. 

 

Document clustering involves the use of descriptors 

and descriptor extraction. Descriptors are sets of words 

that describe the contents within the cluster. Document 

clustering is generally considered to be a centralized 

process. Examples of document clustering include web 

document clustering for search users. 

 

The application of document clustering can be 

categorized to two types, online and offline. Online 

applications are usually constrained by efficiency 

problems when compared to offline applications. 

 

Text clustering is an unsupervised learning process 

that is independent of the prior knowledge of data 

collection or input dataset. There is a strong relation 

between data mining and machine learning or 

learnarability.The process of learning may be 

described as the compression of datasets from the 

mathematical  perspective[5,7]. 

 

The relation between complexity of datasets and 

learnability may be stated mathematically as follows.  

If we can design an algorithm „A‟ which can compress 

the input dataset, D to a feasible or reduced dataset D‟ 

then this means that we have learned some important 
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information.  [15-17]. This means that there exists a 

strong relation between datasets and learnarability. 

 

Dimensionality reduction is also one of the key issues 

in text clustering and text classification. In the 

perspective of text mining, dimensionality reduction 

may be viewed as technique applied to learn and 

deduce new information from existing input datasets or 

to achieve learnarability. In this context we can state 

that learnarability and complexity of datasets are 

strongly related and hence must be handled very 

carefully and efficiently. 

 

Let F be a set of all features in a given dataset. Let P 

be a process of applying dimensionality reduction to 

dataset D.  Now after applying the process P  on 

Dataset  D,  the  feature set F is reduced to F‟ with 

reduced number of features or predictive components. 

In this process of reducing a given dataset, there is also 

a chance of missing valuable features which may have 

shown significant contribution in decision making. 

Such a situation must also be taken care when reducing 

or eliminating predicate   components. 

 

The problem of dimensionality reduction using the 

concept of finding frequent item or itemsets is gaining 

significant importance from datamining researchers 

[18] and this forms basis for the current work. 

However the method of dimensionality reduction by 

eliminating stop words, stemming words or using TF-

ITF methods has been dealt in the previous works [4]. 

 

Clustering is usually carried out using two strategies 

[3,12]. Incremental Strategy or Complete Strategy also 

called as Static Strategy. In the Incremental Clustering 

approach, we may need to re-cluster the text files as 

and when a new text file is considered for clustering. 

The main requirement for designing any clustering 

algorithm is to first design a suitable similarity 

measure. This may be followed by the design of 

clustering algorithm or using any of the existing 

approaches. 

 

Existing System: 

Text clustering is used to group documents with high 

levels of similarity. It has found applications 

indifferent areas of text mining and information 

retrieval. The digital data available nowadays has 

grown inhuge volume and retrieving useful 

information from that is a big challenge. Text 

clustering has found animportant application to 

organize the data and to extract useful information 

from the available corpus. 

 

Disadvantages: 

1. Time complexity is more 

2. Performance is low 

 

Proposed System: 

We have proposed a novel method for clustering the 

text documents. In the first phase features are selected 

using a genetic based method. In the next phase the 

extracted keywords are clustered using a hybrid 

algorithm. The clusters are classed under meaningful 

topics. The MLCL algorithm works in three phases. 

Firstly, the linked keywords of the genetic based 

extraction method are identified with a Must Link and 

Cannot Link algorithm (MLCL). Secondly, the MLCL 

algorithm forms the initial clusters. Finally, the 

clusters are optimized using Gaussian parameters. 

 

Advantages: 

1. It reduce the time Complexity 

2. It improves the efficiency and performance 
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Modules: 

1. Keyword Extraction 

2. Probability crossover 

3. Clustering Process 

4. Mutation 

 

Keyword Extraction: 

The initial phase of the keyword extraction involves 

pre processing of the document. The terms need to be 

assigned with a weight that will help in prioritizing 

them within the population. Once the initial weight is 

calibrated the genetic procedures are executed to gain 

a final keyword population. The terms are 

chromosomes and the weights are the numeric 

representation of genes. A simple modified arithmetic 

technique is applied for crossover, trialedby the 

“Expected Number of Elements in the Population” 

[10] viewpoint to declare the fitness of the engendered 

populace. Mutation is alleged only if the fitness utility 

is not contended for cessation. 

 

Probability crossover 

The basic principle behind crossover involves the 

divide and conquer method. The population is broken 

into two  halves where the first segment contains the 

better half and the rest holds the weight of the lower 

probability population. Wiindicates the weight of a 

word in position “i”. Pciis the probability ratio of the 

most feasible word with respect to the word that has 

the highest occurrence in the other part of the division. 

 

Clustering Process: 

In this phase, the prime attribute that is taken into 

consideration is the high dimensionality of the 

document space. The proposed system uses employs 

three different mechanisms. The first stage is the 

identification of related words in a document using the 

MLCL algorithm. The relevant keywords are grouped 

to form clusters using three mainequations. Thereafter 

the clusters formed are optimized using Gaussian 

parameters. The Gaussian parameter identifies the 

word patterns and standard deviation of clusters. Then 

the words are grouped in accordance with the Gaussian 

outputs and colligated into clusters with reference to 

the documents. 

 

Mutation: 

Mutation engrosses the amendment of term weights 

with a probability mutation “pm”. Mutation has the 
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capability to reinstate the mislaid genetic material into 

the population, thus thwarting the convergence of the 

solution into a suboptimal region or divergence into an 

infinite loop. T (i) decides whether the mutation 

process is to be applied or not. When a word does not 

lay within the fitness condition the process of mutation 

is being applied. The fitness value determines 

mutation. When two consecutive iterations have a 

similar weight-age for the terms, the ultimate keyword 

list is generated. If a word is fit, the mutation would 

not be applied. 

 

CONCLUSION 

The Proposed algorithm has the input as similarity 

matrix   and output a set of clusters as compared to 

other clustering algorithms that predefine the count of 

clusters. In this work, frequent items are generated 

using APRIORI approach by following a similar  

method. We can replace apriori algorithm   by any 

frequent item finding algorithm. The algorithm for 

clustering  considers  the  set  of  frequent  items  

generated  from all the documents. This  gives  the  

commonality  between document pairs. The count of 

frequent items serves  as  the distance measure. 
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