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Abstract:

Today, an extensive amount of data is being continu-
ously produce in all walks of life by all variety of devices 
and systems every day. Big Data deal with huge vol-
ume, complex, bigger data sets with number of, self-
governing sources. With the rapid development of net-
working, data storage and the Data capturing capacity, 
Big Data are now quickly enlarging in engineering do-
mains, including physical and biological sciences. A no-
table portion of huge data is being captured, stored, 
aggregated and analyzed in a efficient way. This  the 
widespread background of big data and  data analysis 
related technologies, such as  Hadoop and MapRe-
duce.  We focus on the five stages of the value chain 
of big data, i.e., data creation, data acquisition, data 
storage, and data analysis. For each stage, we initiate 
the general background, express the Hadoop related 
technologies like Hive, Pig, Ambari, ZooKeeper, HBase. 
These Technologies handled huge amount of data in 
Terrabyte, Petta byte, Exa byte.
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Introduction:

Right now we are living in Data world. Everywhere we 
are seeing only data. So, important thing is that how to 
store the data & how to process the data. ‘Big Data’, the 
term itself suggests huge amount of data. So the data 
which is beyond to the storage capacity and the data 
which is beyond to the processing power are called Big 
Data. Different data generator factors are their which 
can generate huge data. For example, New York Stock 
Exchange generates about one terra byte of new trade 
data per day.
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The large hydra collider near Geneva, Switzerland will 
produce about 15 peta bytes of data per year. Data cen-
tre’s are required to store enormous amount of data 
.The administrator of data centre will maintain servers 
either IBM servers or EMC servers, called Sand Boxes. 
Hadoop is the best solution for processing Big Data. 
Hadoop consists of two vital components HDFS and 
MapReduce Framework. 

HDFS is recommended to store large data sets and 
MapReduce is to process those large data sets which is 
stored on the HDFS. HBase is a  Non-relational, distrib-
uted database system which is written in Java. It runs 
on the top of HDFS. It can serve as the input and output 
for the MapReduce. A platform for big data process-
ing is pig. Pig appends one more level abstraction in 
data processing and maintaining data processing jobs 
so easily. 

Hive is a dataware housing framework placed on top 
of Hadoop. HiveQL allows to write SQL like queries 
to process and analyze the big data which is stored in 
HDFS. Sqoop is tool which can be used to transfer the 
data from relational database environments like oracle 
and  mysql. Sqoop is a commandline interface platform 
that is used for shifting data between relational data-
bases and Hadoop. Zookeeper is a centralized service 
which produces distributed synchronization, group 
services and it also maintains the configuration infor-
mation etc.

Characteristics of Big Data:

IBM has given three characteristics of Big Data. Volume 
(size), Velocity (Speed) and Variety (all types of data 
such as structured and unstructured data). These three 
terms together called Big Data, simply called 3V’s. Now 
a days the 3V’s are enhanced to 5V’s.

Survey Paper on Big Data Processing and Hadoop Related 
Technologies
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 Volume: 
Volume refers to the amount of data. Volume repre-
sents the size of the data. How the data is enormous. 
Size of the data is rapidly increasing terabytes, petta-
bytes  or exa bytes. 

Velocity:
Velocity refers to the speed of the data processing. 
Data fetching and sending problems from local ma-
chine to data centre and data centre to local machine 
is made complex. Data comes at high speed. Big data 
is time sensitive.

Variety:
Variety makes data too big in size. The files come in va-
riety formats and of any type. Data may be structured, 
unstructured and semi-structured data. Relational Da-
tabase Management system manages structured data 
only. Social Networks like Face Book deliver unstruc-
tured data like video, images, text messages, audio 
etc. Log files come under semi-structured data.

Value:
Value is an important source of big data. The potential 
value of big data is extra large. It takes an important 
role for industries, organizations to store big data of 
values in database. 

Veracity:
Veracity represents to biases and noise. All the data are 
not giving 100% correct results, when we dealing with 
3V’s. It consist dirty data.

Hadoop: 
   
To enhance the processing speed for large datasets, Ha-
doop concept is introduced. Hadoop very well known 
how to store and process huge data sets with less pro-
cessing speed. Hadoop is an open source framework 
written in Java, given by Apache Software foundation 
for storing and processing huge data with cluster of 
commodity hardware. Hadoop is basically used for 
storing and processing huge data sets but not recom-
mended for small data sets. It is constructed to scale 
up from single servers to thousands of machines, each 
contributes local computation and storage. Two core 
concepts of Hadoop are Hadoop Distributed File Sys-
tem (HDFS) and Map Reduce.

Hadoop Architecture:

HDFS:
HDFS is a specially designed File System for storing 
enormous data sets running clusters on commodity 
hardware with streaming data access pattern. In nor-
mal File system each block size is 4KB. One of the dis-
advantages in normal file system is wastage of mem-
ory, which can be avoided in HDFS. To design HDFS, 
install the Hadoop with HDFS on top of normal file 
system. By default, each block size in HDFS is 64 MB. 
That’s why it is called specially designed file system. If 
we uninstall HDFS, it will be converted as normal file 
system. Hadoop administrator will take the responsi-
bility to maintain the HDFS. HDFS architecture consists 
of Master Daemons and Slave Daemons. Name Node, 
Secondary Name Node and Job Tracker are called Mas-
ter Daemons. Data Node and Task Tracker are called 
Slave Daemons.
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 Name Node works as Master Node. Name Node is the 
heart of an HDFS file system. It keeps the directory 
tree of all files, and tracks where across the cluster the 
file where data is kept. It does not store the data of 
these files itself. Client applications talk to the Name 
Node whenever they want to place a file, or when they 
want to add/copy/move/delete a file. The Name Node 
answers the successful requests by returning a list of 
applicable Data Node servers where the data lives.The 
Name Node is a Single Point of Failure for the HDFS 
Cluster. HDFS is not a highly reliable system. When the 
Name Node goes down, the file system goes offline. 
There is a Secondary Name Node which is optional that 
can be hosted on a separate machine. It only creates 
checkpoints of the namespace by combining the edits 
file into the fsimage file and does not provide any real 
redundancy. Hadoop 0.21+ has a Backup Name Node 
that is part of a plan to have an High Availability(HA) 
name service, but it needs active contributions from 
the client who want it (i.e. you) to make it Highly Avail-
able.

It is essential to look after the Name Node. Here are 
some recommendations from production use:

•Use a good and reliable server with lots of RAM. The 
more RAM you have, the larger the file system, or the 
smaller the block size.
•Use Error Correcting Code RAM.
•On Java6u15 or later, run the server Virtual Machine 
with compressed pointers -XX:+ Use Compressed Oops 
to cut the Java Virtual Machine heap size down.
•List more than one name node directory in the con-
figuration, so multiple copies of the file system meta-
data will be stored. As long as the directories are on 
separate disks, a single disk failure will not corrupt the 
metadata.
•Configure the Name Node to store one set of transac-
tion logs on a separate disk from the image.
•Configure Name Node to store another set of trans-
action logs to a network mounted disk.
•Check the disk space available to the Name Node. If 
free space is attaining low, add more storage space.
•Do not host Data Node.  Job Tracker or Task Tracker 
services are on the same system.

MapReduce:
Heart of the Hadoop is MapReduce Framework. It is 
given by Apache Hadoop software foundation.

 
It is a programming model which enables resilient, dis-
tributed processing of gigantic unstructured data sets 
across clusters of commodity hardware. Each node of 
the cluster includes its own storage space. The term 
MapReduce actually refers to two separate and well 
defined tasks that Hadoop programs perform. During 
the map phase, the input file/data is divided into input 
splits for analysis. Map tasks running in parallel across 
the Hadoop cluster. By default, the MapReduce frame-
work acquires input data from the Hadoop Distributed 
File System (HDFS). Using the Mark Logic Connector 
for Hadoop enables the framework to procure input 
data from a Mark Logic Server instance. The reduce 
phase uses whatever results getting from map tasks 
as input. The reduce tasks consolidate the in data into 
final results. The MapReduce framework stores results 
in HDFS by default. By using the Mark Logic Connec-
tor for Hadoop enables the framework to store results 
in a Mark Logic Server instance. However, the reduce 
phase depends on output from the map phase, map 
and reduce processing is not necessarily sequential 
manner. That is, as soon as any map task completes 
reduce tasks can begin. Before any reduce task can be-
gin it is not necessary for all map tasks to complete.
MapReduce works on key-value pairs. Conceptually, 
a MapReduce job gets a set of input key-value pairs 
and delivers a set of output key-value pairs by passing 
the data between map and reduce functions. The map 
tasks generate an intermediate set of key-value pairs 
that the reduce tasks uses as input. The below diagram 
illustrates the succession from input key-value pairs to 
output key-value pairs at a high level.

 
Although each set of key-value pairs is homogeneous, 
the key-value pairs in each step need not have the same 
data. For example, the key-value pairs in the input set is 
(KV1) can be (string, string) pairs, with the map phase 
induces (string, integer) pairs as intermediate results
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 Volume: 
Volume refers to the amount of data. Volume repre-
sents the size of the data. How the data is enormous. 
Size of the data is rapidly increasing terabytes, petta-
bytes  or exa bytes. 

Velocity:
Velocity refers to the speed of the data processing. 
Data fetching and sending problems from local ma-
chine to data centre and data centre to local machine 
is made complex. Data comes at high speed. Big data 
is time sensitive.

Variety:
Variety makes data too big in size. The files come in va-
riety formats and of any type. Data may be structured, 
unstructured and semi-structured data. Relational Da-
tabase Management system manages structured data 
only. Social Networks like Face Book deliver unstruc-
tured data like video, images, text messages, audio 
etc. Log files come under semi-structured data.

Value:
Value is an important source of big data. The potential 
value of big data is extra large. It takes an important 
role for industries, organizations to store big data of 
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Veracity:
Veracity represents to biases and noise. All the data are 
not giving 100% correct results, when we dealing with 
3V’s. It consist dirty data.

Hadoop: 
   
To enhance the processing speed for large datasets, Ha-
doop concept is introduced. Hadoop very well known 
how to store and process huge data sets with less pro-
cessing speed. Hadoop is an open source framework 
written in Java, given by Apache Software foundation 
for storing and processing huge data with cluster of 
commodity hardware. Hadoop is basically used for 
storing and processing huge data sets but not recom-
mended for small data sets. It is constructed to scale 
up from single servers to thousands of machines, each 
contributes local computation and storage. Two core 
concepts of Hadoop are Hadoop Distributed File Sys-
tem (HDFS) and Map Reduce.

Hadoop Architecture:

HDFS:
HDFS is a specially designed File System for storing 
enormous data sets running clusters on commodity 
hardware with streaming data access pattern. In nor-
mal File system each block size is 4KB. One of the dis-
advantages in normal file system is wastage of mem-
ory, which can be avoided in HDFS. To design HDFS, 
install the Hadoop with HDFS on top of normal file 
system. By default, each block size in HDFS is 64 MB. 
That’s why it is called specially designed file system. If 
we uninstall HDFS, it will be converted as normal file 
system. Hadoop administrator will take the responsi-
bility to maintain the HDFS. HDFS architecture consists 
of Master Daemons and Slave Daemons. Name Node, 
Secondary Name Node and Job Tracker are called Mas-
ter Daemons. Data Node and Task Tracker are called 
Slave Daemons.
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 Name Node works as Master Node. Name Node is the 
heart of an HDFS file system. It keeps the directory 
tree of all files, and tracks where across the cluster the 
file where data is kept. It does not store the data of 
these files itself. Client applications talk to the Name 
Node whenever they want to place a file, or when they 
want to add/copy/move/delete a file. The Name Node 
answers the successful requests by returning a list of 
applicable Data Node servers where the data lives.The 
Name Node is a Single Point of Failure for the HDFS 
Cluster. HDFS is not a highly reliable system. When the 
Name Node goes down, the file system goes offline. 
There is a Secondary Name Node which is optional that 
can be hosted on a separate machine. It only creates 
checkpoints of the namespace by combining the edits 
file into the fsimage file and does not provide any real 
redundancy. Hadoop 0.21+ has a Backup Name Node 
that is part of a plan to have an High Availability(HA) 
name service, but it needs active contributions from 
the client who want it (i.e. you) to make it Highly Avail-
able.

It is essential to look after the Name Node. Here are 
some recommendations from production use:

•Use a good and reliable server with lots of RAM. The 
more RAM you have, the larger the file system, or the 
smaller the block size.
•Use Error Correcting Code RAM.
•On Java6u15 or later, run the server Virtual Machine 
with compressed pointers -XX:+ Use Compressed Oops 
to cut the Java Virtual Machine heap size down.
•List more than one name node directory in the con-
figuration, so multiple copies of the file system meta-
data will be stored. As long as the directories are on 
separate disks, a single disk failure will not corrupt the 
metadata.
•Configure the Name Node to store one set of transac-
tion logs on a separate disk from the image.
•Configure Name Node to store another set of trans-
action logs to a network mounted disk.
•Check the disk space available to the Name Node. If 
free space is attaining low, add more storage space.
•Do not host Data Node.  Job Tracker or Task Tracker 
services are on the same system.

MapReduce:
Heart of the Hadoop is MapReduce Framework. It is 
given by Apache Hadoop software foundation.

 
It is a programming model which enables resilient, dis-
tributed processing of gigantic unstructured data sets 
across clusters of commodity hardware. Each node of 
the cluster includes its own storage space. The term 
MapReduce actually refers to two separate and well 
defined tasks that Hadoop programs perform. During 
the map phase, the input file/data is divided into input 
splits for analysis. Map tasks running in parallel across 
the Hadoop cluster. By default, the MapReduce frame-
work acquires input data from the Hadoop Distributed 
File System (HDFS). Using the Mark Logic Connector 
for Hadoop enables the framework to procure input 
data from a Mark Logic Server instance. The reduce 
phase uses whatever results getting from map tasks 
as input. The reduce tasks consolidate the in data into 
final results. The MapReduce framework stores results 
in HDFS by default. By using the Mark Logic Connec-
tor for Hadoop enables the framework to store results 
in a Mark Logic Server instance. However, the reduce 
phase depends on output from the map phase, map 
and reduce processing is not necessarily sequential 
manner. That is, as soon as any map task completes 
reduce tasks can begin. Before any reduce task can be-
gin it is not necessary for all map tasks to complete.
MapReduce works on key-value pairs. Conceptually, 
a MapReduce job gets a set of input key-value pairs 
and delivers a set of output key-value pairs by passing 
the data between map and reduce functions. The map 
tasks generate an intermediate set of key-value pairs 
that the reduce tasks uses as input. The below diagram 
illustrates the succession from input key-value pairs to 
output key-value pairs at a high level.

 
Although each set of key-value pairs is homogeneous, 
the key-value pairs in each step need not have the same 
data. For example, the key-value pairs in the input set is 
(KV1) can be (string, string) pairs, with the map phase 
induces (string, integer) pairs as intermediate results
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(KV2),  the reduce phase producing (integer, string) 
pairs and for the final output results (KV3). The keys 
in the map output pairs need not be distinctive. In be-
tween the map processing and reduce processing, a 
shuffle sorts all map output values with the same key 
into a single minimize input (key, value-list) pair. The 
‘value’ is a list of all values sharing the same key. Thus, 
the input to  reduce task is actually a set of (key, val-
ue-list) pairs.The types of key and value at each stage 
determine the interfaces to map and reduce functions. 
Therefore, before coding a job, decides the data types 
needed at each stage in the map process and  reduce 
process. For example:

1.Choose the reduce output key and value types that 
represents the desired outcome.
2.Choose the map input key and value types best suit-
ed to represent the input data from which to acquire 
the final result.
3.Determine the transformation necessary to get from 
the map input to the reduce output, and select the in-
termediate map output or reduce input key value type 
to match.

To Control MapReduce job characteristics through con-
figuration properties, job configuration specifies:

•how to collect input
•the types of the input and output key-value pairs in 
each stage
•the map and reduce functions
•how and where to store the final results

Hadoop Ecosystem:

HCatalog:
HCatalog permits users with different data processing 
tools (such as Apache Hive, Apache Pig, MapReduce) 

to share data on the Hadoop cluster in an easier man-
ner. It covers HCatalog’s chief motivation, goals, the 
most essential features, currently supported file for-
mats. 

Pig: 
Pig consists of a language. Pig’s language, called as 
PigLatin, is a data flow language - this is a kind of lan-
guage in which we program by connecting things to-
gether. Pig can work on complex data structures, yet 
those that can have levels of nesting. Unlike SQL, Pig 
does not necessitate that the data must have a sche-
ma, so it is effectively suited to process the unstruc-
tured data. But, Pig can still hold the value of a schema 
if we want to supply one. Relationally PigLatin is com-
plete like SQL, which means it is at least as strong as a 
relational algebra. Turing completeness involves condi-
tional constructs, an infinite memory model, and loop-
ing constructs. PigLatin can be Turing complete when 
it is extended with User-Defined Functions. 

Hive: 
Hive is a powerful technology developed at Facebook 
that revolves Hadoop into a data warehouse complete 
with a dialect of SQL for querying. Being a SQL dialect, 
Hive Query Language(HiveQL) is a declarative lan-
guage. In PigLatin you specify the data flow, but in Hive 
we expore the result we want and Hive figures out how 
to erect a data flow to achieve that result. Unlike Pig, 
in Hive a schema is required, but it is not limited to only 
one schema. Like PigLatin and the SQL, HiveQL itself is 
a relationally complete language yet it is not a Turing 
complete language. It can also be extended through 
UDFs just like PigLatin to be a Turing complete. Hive 
works in terms of tables. There are two kinds of tables 
you can create: managed tables whose data is man-
aged by Hive and external tables whose data is man-
aged outside of Hive. Another option Hive provides 
for speeding up queries is bucketing. Like partitioning, 
bucketing splits up the data by a particular column, but 
in bucketing you do not specify the individual values 
for that column that correspond to buckets, you simply 
say how many buckets to split the table into and let 
Hive figure out how to do it.

HBase: 
HBase is distributed database  is an open-source, 
NoSQL, distributed, column-oriented store that runs 
on top of HDFS and is developed as part of Apache’s 
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Hadoop. HBase is really more a “Data Store” than “Data 
Base”. An HBase system consists of  a set of tables. It 
can be composed  of Table name, row key, column fam-
ily, columns and time stamp. The row is uniquely recog-
nized with the help of row keys and time stamp and 
the column family are static and columns are dynamic. 
If the application having variable schema and each row 
is slightly different then HBase is preferable. Thus the 
HBase cloud architecture could able to handle random 
real-time reading and writing of Big data thus the there 
is increase in performance than using Hadoop. Utiliza-
tion of cluster resources is high because of Memory 
store usage. Thus image processing cloud is able to 
handle most familiar languages and it also helps to in-
crease the computation speed.

ZooKeeper:
Zoo keeper instance is started along with the HBase. It 
keep track of all region servers in HBase. It gives infor-
mation about how many region servers are there and 
which region servers are holding from which data node 
to which data node. One of the specialty is it keeps 
track of smaller data sets which Hadoop does not do. 
The HMaster contacting Zoo keeper it gets the details 
of region servers.

Ambari:
Apache ambari is a completely open source opera-
tional framework for provisioning, managing and ob-
serving apache hadoop cluster. Ambari contains an 
intuitive collection of operator tools and a set of APIs 
that hidden the tough task of hadoop. It compact the 
operation of cluster. With hundreds of years combined 
experience of Hortonwork along with the hadoop 
community have responded the call to produce the key 
services required for enterprise hadoop. It does ambari 
enables the system administrators to organize, moni-
tor and to provision a hadoop cluster and it is also used 
to integrate hadoop with infrastructure of the existing 
enterprise.  

Sqoop:
Apache Sqoop is a tool which is well organized for ef-
ficient export or import of bulk data between Apache 
Hadoop and structured datastores. Sqoop is a Top-Lev-
el Apache project which is a command line interface 
application written in java. The purpose of Sqoop  is 
designed efficiently for the purpose

of transferring huge amount of data between hadoop 
and structured data stores such as relational.  It copies 
data quickly from external systems to hadoop.  It en-
ables data transfers from external data stores and en-
terprise data warehouses into hadoop.  It ensures fast 
performance by parallelizing data transfer and uses 
optimal system.  Sqoop supports analyses of data ef-
ficiently.  It even mitigates excessive loads to external 
systems.Sqoop is used to exchange the data between 
Hadoop and IBM Netezza data warehouse appliance.  
The Apollo group, Education Company uses Sqoop to 
retrieve data from databases and to inject the results 
into relational database from hadoop jobs.  In addition 
to this, there are countless other hadoop users who 
use Sqoop to efficiently transfer their data.

Avro:
Avro is a data serialization format which leads data in-
teroperability among mutlple components of apache 
hadoop. Most of the components in hadoop support-
ing Avro data format. It works with basic premise of 
data produced by component should be readily con-
sumed by other component Avro consists of  so many 
main features Rich data types, Fast and compact seri-
alization. It can support many programming languages 
like java, Python.

Mahout: 
A library for machine-learning and data mining is Ma-
hout. It is classified into four main groups: collective 
filtering, categorization, clustering, and mining. The 
Mahout library belongs to the subset that can be exe-
cuted in a distributed mode and also it can be executed 
by MapReduce.

Oozie: 
The Oozie component produce features to manage the 
workflow and dependencies, eliminating the need for 
developers to code custom solutions.

Conclusion:
Nowadays, orgaizations need to process Multi Petta-
byte Datasets efficiently. The Data may not have strict 
schema for the large system. It has become more Ex-
pensive to build reliability in each Application for pro-
cessing petabytes of datasets. If there is problems of 
Nodes fail every day, some of the causes of failure may 
be. Rather than exceptional, failure is expected.
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(KV2),  the reduce phase producing (integer, string) 
pairs and for the final output results (KV3). The keys 
in the map output pairs need not be distinctive. In be-
tween the map processing and reduce processing, a 
shuffle sorts all map output values with the same key 
into a single minimize input (key, value-list) pair. The 
‘value’ is a list of all values sharing the same key. Thus, 
the input to  reduce task is actually a set of (key, val-
ue-list) pairs.The types of key and value at each stage 
determine the interfaces to map and reduce functions. 
Therefore, before coding a job, decides the data types 
needed at each stage in the map process and  reduce 
process. For example:

1.Choose the reduce output key and value types that 
represents the desired outcome.
2.Choose the map input key and value types best suit-
ed to represent the input data from which to acquire 
the final result.
3.Determine the transformation necessary to get from 
the map input to the reduce output, and select the in-
termediate map output or reduce input key value type 
to match.

To Control MapReduce job characteristics through con-
figuration properties, job configuration specifies:

•how to collect input
•the types of the input and output key-value pairs in 
each stage
•the map and reduce functions
•how and where to store the final results

Hadoop Ecosystem:

HCatalog:
HCatalog permits users with different data processing 
tools (such as Apache Hive, Apache Pig, MapReduce) 

to share data on the Hadoop cluster in an easier man-
ner. It covers HCatalog’s chief motivation, goals, the 
most essential features, currently supported file for-
mats. 

Pig: 
Pig consists of a language. Pig’s language, called as 
PigLatin, is a data flow language - this is a kind of lan-
guage in which we program by connecting things to-
gether. Pig can work on complex data structures, yet 
those that can have levels of nesting. Unlike SQL, Pig 
does not necessitate that the data must have a sche-
ma, so it is effectively suited to process the unstruc-
tured data. But, Pig can still hold the value of a schema 
if we want to supply one. Relationally PigLatin is com-
plete like SQL, which means it is at least as strong as a 
relational algebra. Turing completeness involves condi-
tional constructs, an infinite memory model, and loop-
ing constructs. PigLatin can be Turing complete when 
it is extended with User-Defined Functions. 

Hive: 
Hive is a powerful technology developed at Facebook 
that revolves Hadoop into a data warehouse complete 
with a dialect of SQL for querying. Being a SQL dialect, 
Hive Query Language(HiveQL) is a declarative lan-
guage. In PigLatin you specify the data flow, but in Hive 
we expore the result we want and Hive figures out how 
to erect a data flow to achieve that result. Unlike Pig, 
in Hive a schema is required, but it is not limited to only 
one schema. Like PigLatin and the SQL, HiveQL itself is 
a relationally complete language yet it is not a Turing 
complete language. It can also be extended through 
UDFs just like PigLatin to be a Turing complete. Hive 
works in terms of tables. There are two kinds of tables 
you can create: managed tables whose data is man-
aged by Hive and external tables whose data is man-
aged outside of Hive. Another option Hive provides 
for speeding up queries is bucketing. Like partitioning, 
bucketing splits up the data by a particular column, but 
in bucketing you do not specify the individual values 
for that column that correspond to buckets, you simply 
say how many buckets to split the table into and let 
Hive figure out how to do it.

HBase: 
HBase is distributed database  is an open-source, 
NoSQL, distributed, column-oriented store that runs 
on top of HDFS and is developed as part of Apache’s 
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Hadoop. HBase is really more a “Data Store” than “Data 
Base”. An HBase system consists of  a set of tables. It 
can be composed  of Table name, row key, column fam-
ily, columns and time stamp. The row is uniquely recog-
nized with the help of row keys and time stamp and 
the column family are static and columns are dynamic. 
If the application having variable schema and each row 
is slightly different then HBase is preferable. Thus the 
HBase cloud architecture could able to handle random 
real-time reading and writing of Big data thus the there 
is increase in performance than using Hadoop. Utiliza-
tion of cluster resources is high because of Memory 
store usage. Thus image processing cloud is able to 
handle most familiar languages and it also helps to in-
crease the computation speed.

ZooKeeper:
Zoo keeper instance is started along with the HBase. It 
keep track of all region servers in HBase. It gives infor-
mation about how many region servers are there and 
which region servers are holding from which data node 
to which data node. One of the specialty is it keeps 
track of smaller data sets which Hadoop does not do. 
The HMaster contacting Zoo keeper it gets the details 
of region servers.

Ambari:
Apache ambari is a completely open source opera-
tional framework for provisioning, managing and ob-
serving apache hadoop cluster. Ambari contains an 
intuitive collection of operator tools and a set of APIs 
that hidden the tough task of hadoop. It compact the 
operation of cluster. With hundreds of years combined 
experience of Hortonwork along with the hadoop 
community have responded the call to produce the key 
services required for enterprise hadoop. It does ambari 
enables the system administrators to organize, moni-
tor and to provision a hadoop cluster and it is also used 
to integrate hadoop with infrastructure of the existing 
enterprise.  

Sqoop:
Apache Sqoop is a tool which is well organized for ef-
ficient export or import of bulk data between Apache 
Hadoop and structured datastores. Sqoop is a Top-Lev-
el Apache project which is a command line interface 
application written in java. The purpose of Sqoop  is 
designed efficiently for the purpose

of transferring huge amount of data between hadoop 
and structured data stores such as relational.  It copies 
data quickly from external systems to hadoop.  It en-
ables data transfers from external data stores and en-
terprise data warehouses into hadoop.  It ensures fast 
performance by parallelizing data transfer and uses 
optimal system.  Sqoop supports analyses of data ef-
ficiently.  It even mitigates excessive loads to external 
systems.Sqoop is used to exchange the data between 
Hadoop and IBM Netezza data warehouse appliance.  
The Apollo group, Education Company uses Sqoop to 
retrieve data from databases and to inject the results 
into relational database from hadoop jobs.  In addition 
to this, there are countless other hadoop users who 
use Sqoop to efficiently transfer their data.

Avro:
Avro is a data serialization format which leads data in-
teroperability among mutlple components of apache 
hadoop. Most of the components in hadoop support-
ing Avro data format. It works with basic premise of 
data produced by component should be readily con-
sumed by other component Avro consists of  so many 
main features Rich data types, Fast and compact seri-
alization. It can support many programming languages 
like java, Python.

Mahout: 
A library for machine-learning and data mining is Ma-
hout. It is classified into four main groups: collective 
filtering, categorization, clustering, and mining. The 
Mahout library belongs to the subset that can be exe-
cuted in a distributed mode and also it can be executed 
by MapReduce.

Oozie: 
The Oozie component produce features to manage the 
workflow and dependencies, eliminating the need for 
developers to code custom solutions.

Conclusion:
Nowadays, orgaizations need to process Multi Petta-
byte Datasets efficiently. The Data may not have strict 
schema for the large system. It has become more Ex-
pensive to build reliability in each Application for pro-
cessing petabytes of datasets. If there is problems of 
Nodes fail every day, some of the causes of failure may 
be. Rather than exceptional, failure is expected.
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 The number of nodes in a cluster is increased more in 
number. So there is a Need for common infrastructure 
to have Efficient, reliable, and Open Source Apache Li-
cense. In this manner we discussed about the basics 
of Big Data and Hadoop distributed file system.. The 
paper also focuses on Big Data storage and processing 
problems. These technical challenges must be directed 
for efficient and speed processing of Big Data. In this 
paper we have tried to cover all detail concepts of Ha-
doop and Hadoop component and future scope.
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