
                  Volume No: 2(2015), Issue No: 2 (February)                                                                                                         February 2015
                                                                                   www.ijmetmr.com                                                                                                                                                     Page 167

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

 
Abstract: 

Cloud storage is a model of data storage where the dig-
ital data is stored in logical pools, the physical storage 
spans multiple servers (and often locations), and the 
physical environment is typically owned and managed 
by a hosting company. These cloud storage providers 
are responsible for keeping the data available and ac-
cessible, and the physical environment protected and 
running. People and organizations buy or lease stor-
age capacity from the providers to store user, orga-
nization, or application data. Cloud storage services 
may be accessed through a co-located cloud computer 
service, a web service application programming inter-
face (API) or by applications that utilize the API, such 
as cloud desktop storage, a cloud storage gateway or 
Web-based content management systems. 

To maintain the data securely in distributed environ-
ment i.e., on clouds we propose an effective and flex-
ible distributed scheme with Token Generation algo-
rithm for data files checking as a secure and dependable 
cloud storage service. A new scheme was introduced 
to encrypt with the user specified key parameters to 
make the resource more robust. We are also propos-
ing allows users to audit the cloud storage with very 
lightweight communication and computation cost. 
The auditing result not only ensures strong cloud stor-
age correctness guarantee, but also simultaneously 
achieves fast data error localization, i.e., the identifi-
cation of hacker information. And securely introduce 
an effective TPA, the auditing process should bring in 
no new vulnerabilities towards user data privacy, and 
introduce no additional online burden to user. In this 
paper, we propose a secure cloud storage system sup-
porting privacy-preserving public auditing.
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We further extend our result to enable the TPA to per-
form audits for multiple users simultaneously and ef-
ficiently.
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Introduction: 

Cloud storage is based on highly virtualized infrastruc-
ture and is like broader cloud computing in terms of 
accessible interfaces, near-instant elasticity and scal-
ability, multi-tenancy, and metered resources. Cloud 
storage services can be utilized from an off-premises 
service (Amazon S3) or deployed on-premises (ViON 
Capacity Services) Cloud storage typically refers to a 
hosted object storage service, but the term has broad-
ened to include other types of data storage that are 
now available as a service, like block storage.

Cloud storage is:

•Made up of many distributed resources, but still acts 
as one - often referred to as federated storage clouds.

•Highly fault tolerant through redundancy and distri-
bution of data.

•Highly durable through the creation of versioned 
copies.

•Typically eventually consistent with regard to data 
replicas

Flexible and lightweight Storage Auditing Mechanism in 
Cloud Computing for dynamic operations
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Advantages:

•Companies need only pay for the storage they actu-
ally use, typically an average of consumption during a 
month. This does not mean that cloud storage is less 
expensive, only that it incurs operating expenses rath-
er than capital expenses.

•Organizations can choose between off-premises and 
on-premises cloud storage options, or a mixture of the 
two options, depending on relevant decision criteria 
that is complementary to initial direct cost savings po-
tential; for instance, continuity of operations (COOP), 
disaster recovery (DR), security (PII, HIPAA, SARBOX, 
IA/CND), and records retention laws, regulations, and 
policies.

•Storage availability and data protection is intrinsic to 
object storage architecture, so depending on the ap-
plication, the additional technology, effort and cost to 
add availability and protection can be eliminated.

•Storage maintenance tasks, such as purchasing addi-
tional storage capacity, are offloaded to the responsi-
bility of a service provider.

•Cloud storage provides users with immediate access 
to a broad range of resources and applications hosted 
in the infrastructure of another organization via a web 
service interface.

•Cloud storage can be used for copying virtual machine 
images from the cloud to on-premises locations or to 
import a virtual machine image from an on-premises 
location to the cloud image library. In addition, cloud 
storage can be used to move virtual machine images 
between user accounts or between data centers.

•Cloud storage can be used as natural disaster proof 
backup, as normally there are 2 or 3 different backup 
servers located in different places around the globe.

 
EXISTING SYSTEM:

In existing system, the importance of ensuring the 
remote data integrity has been highlighted by the fol-
lowing research works under different system and se-
curity models. These techniques, while can be useful to 
ensure the storage correctness without having users 
possessing local data, are all focusing on single server 
scenario. They may be useful for quality-of-service test-
ing, but does not guarantee the data availability in case 
of server failures. Although direct applying these tech-
niques to distributed storage (multiple servers) could 
be straightforward, the resulted storage verification 
overhead would be linear to the number of servers.

PROBLEMS IN EXISTING SYSTEM:

•However, while providing efficient cross server stor-
age verification and data availability insurance, these 
schemes are all focusing on static or archival data.

•As a result, their capability of handling dynamic data 
remains unclear, which inevitably limits their full appli-
cability in Server storage scenarios.

Proposed System:

In our proposed work the framework contains safe up-
load and retrieving of data upload. In our framework 
there are four main features such as file encryption, 
file upload, file decryption, and file download. There 
are three types of users such as data owner, Auditor 
and user. Data owner initially selects file and generates 
transformation key to encrypt selected file. 

After that data owner encrypts the selected file and 
generates signature for encrypted file. He sends Meta 
data to auditor such as file index, file name, and signa-
ture. Auditor is the trusted authority of the cloud ser-
vice provider. He frequently verifies files in the cloud 
service using the Meta data sent by the data owner. 

He can send status of the verification such as auditing 
to data owner using simple mail transfer protocol. In 
this verification auditor again generates signature to 
the file in the cloud and compares with the signature 
sent by the data owner. If the signatures are same the 
file in the cloud service is secure otherwise he decides 
that file was corrupted.
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User view list of files and request to cloud service, cloud 
service checks authentication and sends decrypted file 
to download the requested file. In our work we intro-
duced a block based signature algorithm to generate 
signatures. In we divide the encrypted file into equal 
number of blocks. And generate signature to each and 
every block of the divided file. A novel algorithm for 
signature generation.

Algorithm: Generate file with Signatures

Input:  User File in ASCII (Fo) 

Output:  User File with Signature appended at end of 
(Fn)

Method:
    In order to apply hash function on each n byte block 
of file we perform the following steps to make (m mod 
n)= 0 of Fo:

M – Calculate length of uploaded file 

n   --    length of block such as 128/256/512/1024

Divide L0 into the given block length BL
Block=L0/BL
If there any remaining bits append zeros rounded to 
block length BL
Then For each block B={b1,b2...bn}
Encrypt block
Benc=DES(b)

Then for each Encrypted Block generate signature

For j - I to count 

S <- 0
S+ = reverse[ΣnA=1   ((A + B) || (A- B))] 

B *- to_Integer (to_Char (A))
Signature ---- Signature+ to-Binary (S) 
Fn ----- F1+Signature

In order to accomplish this task we have devised an al-
gorithm which uses file signature method to identify 
the exact location of error. A new file signature strat-
egy is proposed in this paper to know the exact loca-
tion of error. We call this file technique is block based 
signature algorithm.

 
The above algorithm generates signatures against the 
data in file and appends those generated sign9atures 
at the end of file. It is very obvious from the algorithm 
that this algorithm generates signatures for every block 
separately and then those signatures are appended at 
the end of file as well. Block size in this algorithm (n) 
is dependent upon the preference of users. We have 
performed testing of our technique represented later, 
in order to identify the best suitable block size for our 
technique. The method of identifying corruption at 
the receiving site uses the similar technique. The algo-
rithm at receiving site first identifies the actual size of 
the file received. Then it separates the signatures from 
the received file. Then it separates the signatures from 
the original data with appended zeros and 16 reserved 
bytes

One very strong point about the proposed algorithm 
is that it first divides the whole file into blocks of equal 
and stored in the servers. It means that the number 
of blocks in the file is exactly equal to the number of 
the unique block of data. The receiving site generates 
signatures of the file received after removing sending 
site signatures from the file. The signatures generated 
at sending site are then matched against the signature 
match is found, it means that the block is received ac-
curately. Otherwise the block is not received accurate-
ly. This technique makes up capable of identifying the 
exact blocks which are received corrupted. After the 
identification of corrupted block the third party auditor 
will store the corrupted block into the cloud server.

Related Discussion:

Before file is distributed to the cloud, TPA will generate 
token key with required parameters passed by user. 
once the token key has been generated, TPA will send 
the file by dividing the file into equal sized blocks and 
generate a small token signature for each block along 
with initial key file token .This file Token was generated 
based on mathematical calculations with hash based 
technique, It is fully randomized we are not explore 
the operations present in it and just given the function 
split(X). Before sending the block it stores the com-
puted signatures obtained from bit permutations on 
both file Token and block data .The resultant token was 
stored in its database or at clients place. Each block is 
send along with short signature and each block is treat-
ed as encrypted block.
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remains unclear, which inevitably limits their full appli-
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signature generation.

Algorithm: Generate file with Signatures

Input:  User File in ASCII (Fo) 

Output:  User File with Signature appended at end of 
(Fn)

Method:
    In order to apply hash function on each n byte block 
of file we perform the following steps to make (m mod 
n)= 0 of Fo:

M – Calculate length of uploaded file 

n   --    length of block such as 128/256/512/1024

Divide L0 into the given block length BL
Block=L0/BL
If there any remaining bits append zeros rounded to 
block length BL
Then For each block B={b1,b2...bn}
Encrypt block
Benc=DES(b)

Then for each Encrypted Block generate signature

For j - I to count 

S <- 0
S+ = reverse[ΣnA=1   ((A + B) || (A- B))] 

B *- to_Integer (to_Char (A))
Signature ---- Signature+ to-Binary (S) 
Fn ----- F1+Signature

In order to accomplish this task we have devised an al-
gorithm which uses file signature method to identify 
the exact location of error. A new file signature strat-
egy is proposed in this paper to know the exact loca-
tion of error. We call this file technique is block based 
signature algorithm.

 
The above algorithm generates signatures against the 
data in file and appends those generated sign9atures 
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with initial key file token .This file Token was generated 
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technique, It is fully randomized we are not explore 
the operations present in it and just given the function 
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puted signatures obtained from bit permutations on 
both file Token and block data .The resultant token was 
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send along with short signature and each block is treat-
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Cloud will perform the same operation and checks 
whether the given block is same or not when com-
puted and checks with the signature. If it matches the 
same, cloud server store each block and acknowledges 
the newly generated signature to TPA.TPA verifies the 
signature with the existing signature, if it matches TPA 
will send next block otherwise it assumes that block 
was not saved successfully or it may effect to attacks 
and resend the same block.

The tokens of each block which we were generated us-
ing precomputation algorithm has been stored in the 
database. Now we are using homomorphic technique 
to retrieve entire file or required blocks dynamically. 
Once user has been sent the requested file to TPA. TPA 
monitors whether he is authenticated user or not for 
accessing the file. TPA maintains the file details and to-
kens (if TPA is not present user will have the details) 
but not an entire file, TPA requests the file by passing 
the pre-computed token stored in the database for 
each block. If this token is same as it is present in cloud 
server, cloud server will send the requested blocks. 

We can easily check whether the file blocks were dam-
aged or not by computing tokens dynamically as fol-
lows: When TPA challenges or requests a block with 
block indices, cloud server receives this input and it 
computes the token of that particular block and sends 
the short signature to TPA. Upon receiving the signa-
ture TPA verifies it with the existing token signature. 
The result of two tokens are same means the block 
remains same without any effect, otherwise TPA as-
sumes block was modified and it generates a message 
to cloud server to perform block recovery operation 
using distributed schemes and erasure coded tech-
niques.

CONCLUSION :

In this paper, we ensure that the data which was sent 
to the cloud servers(CSP) are acknowledged by gener-
ating the token dynamically . We will combine the data 
file with file tokens to send the file from cloud client 
to TPA. Block storage on clouds will give better perfor-
mance and we can easily distribute the blocks to dif-
ferent cloud servers for more data availability . Block 
modifications can be easily done simply by calling each 
block with indices along with the token
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