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ABSTRACT:

In this paper. A new architecture for matching the data pro-
tected with an error-correcting code (ECC) is proposed in 
brief to reduce latency and complexity. To further reduce 
the latency and complexity, in addition, a new butterfly-
formed weight accumulator (BWA) is proposed for the ef-
ficient computation of the Hamming distance. Grounded 
on the BWA, the proposed architecture examines whether 
the incoming data matches the stored data, and if not it 
aims to locate the erroneous bit and they are corrected. 
The empirical evaluation proves that the proposed meth-
odology discovers the best service for reliability issues of 
memory and to reduce the area of BWA compressors are 
used to replace the adders .xilinx  tool is used with Verilog 
language.

INTRODUCTION:

The data comparison usually resides in the critical path 
of the components that are devised to increase the system 
performance, e.g., caches and TLBs, whose outputs deter-
mine the flow of the succeeding operations in a pipeline. 
The circuit, therefore, must be designed to have as low 
latency as possible, or the components will be disqualified 
from serving as accelerators and the overall performance 
of the whole system would be severely deteriorated.As 
recent computers employ errorcorrecting codes (ECCs) to 
protect data and improve reliability , complicated decod-
ing procedure, which must precede the data comparison, 
elongates the critical path and exacerbates the complex-
ity overhead. Thus, it becomes much harder to meet the 
above design constraints.Despite the need for sophisti-
cated designs as described, the works that cope with the 
problem are not widely known in the literature since it has 
been usually treated within industries for their products. 
however,triggered the attraction of more and more atten-
tions from the academic field. 
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The most recent solution for the matching problem is the 
direct compare method , which encodes the incoming data 
and then compares it with the retrieved data that has been 
encoded as well. Therefore, the method eliminates the 
complex decoding from the critical path. In performing 
the comparison, the method does not examine whether the 
retrieved data is exactly the same as the incoming data. 
Instead, it checks if the retrieved data resides in the er-
ror correctable range of the codeword corresponding to 
the incoming data.BWA is used to compute hamming dis-
tance between 2 code words such as X and Y. BWA is 
constructed by a set of HA. The matching or fault of the 
received code words is computed based on hamming dis-
tance computation method.

RELATED WORK:
Architecture for Computing the Hamming 
Distance
    
The proposed architecture grounded on the datapath design 
is shown in Fig. 1. It contains multiple butterfly-formed 
weight accumulators (BWAs) proposed to improve the 
latency and complexity of the Hamming distance com-
putation.

Fig 1 Block Diagram
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The basic function of the BWA is to count the number of 
1’s among its input bits. It consists of multiple stages of 
HAs as shown in Fig. 3.5, where each output bit of a HA 
is associated with a weight. The HAs in a stage are con-
nected in a butterfly form so as to accumulate the carry 
bits and the sum bits of the upper stage separately. In oth-
er words, both inputs of a HA in a stage, except the first 
stage, are either carry bits or sum bits computed in the up-
per stage. This connection method leads to a property that 
if an output bit of a HA is set, the number of 1’s among 
the bits in the paths reaching the HA is equal to the weight 
of the output bit. In Fig. 2, for example, if the carry bit of 
the gray-colored HA is set, the number of 1’s among the 
associated input bits, i.e., A, B, C, and D, is 2. At the last 
stage , the number of 1’s among the input bits, d, can be 
calculated as 

d= 8I + 4 (J + K + M) + 2 (L + N + O) + P.

Since what we need is not the precise Hamming distance 
but the range it belongs to, it is possible to simplify the 
circuit. When rmax = 1, for example, two or more than 
two 1’s among the input bits can be regarded as the same 
case that falls in the fourth range. In that case, we can 
replace several HAs with a simple OR-gate tree as shown 
in Fig. 6(b). This is an advantage over the SA that resorts 
to the compulsory saturation expressed . Note that in Fig. 
6, there is no overlap between any pair of two carry-bit 
lines or any pair of two sum-bit lines. As the overlaps ex-
ist only between carry-bit lines and sum-bit lines, it is not 
hard to resolve overlaps in the contemporary technology 
that provides multiple routing layers no matter how many 
bits a BWA takes.

 

Fig 2 BWA HA Architecture

In the above fig shows BWA compressor architecture. Its 
calculate no.of 1’s depending on given inputs. number of 
1’s shows number of errors.

SIMULATION RESULTS:

 
Fig 4 Output Waveform.

The above fig 4 show the output waveform of BWA ar-
chitecture. 
 
Conclusion:

To reduce the hardware complexity and latency, a new 
architecture has been presented for matching the data pro-
tected with an ECC.To reduce the latency, the comparison 
of the data is parallelized with the encoding process that 
generates the parity information. The parallel operations 
are enabled based on the fact that the systematic code-
word has separate fields for the data and parity. In ad-
dition, an efficient processing architecture has been pre-
sented to further minimize the latency and complexity.
Therefore a reasonable reduction in area is achieved with 
the proposed design.

Each XOR stage in Fig. 2generates the bitwise difference 
vector for either data bits or parity bits, and the following 
processing elements count the number of 1’s in the vector, 
i.e., the Hamming distance. Each BWA at the first level 
is in the revised form shown in Fig. 2, and generates an 
output from the OR-gate tree and several weight bits from 
the HA trees. 

In the interconnection, such outputs are fed into their asso-
ciated processing elements at the second level. The output 
of the OR-gate tree is connected to the subsequent OR-
gate tree at the second level, and the remaining weight 
bits are connected to the second level BWAs according to 
their weights. 

More precisely, the bits of weight w are connected to the 
BWA responsible for w-weight inputs. Each BWA at the 
second level is associated with a weight of a power of two 
that is less than or equal to Pmax, where Pmax is the larg-
est power of two that is not greater than rmax + 1. 

As the weight bits associated with the fourth range are all 
ORed in the revised BWAs, there is no need to deal with 
the powers of two that are larger than Pmax.

PROPOSED ARCHITECTURE:

To reduce further latency BWA compressors are replaced 
with BWA adders.

Compressor design:
     
Adder compressors have been used to implement arith-
metic and digital signal processing (DSP) circuits for low 
power and high performance applications . Compressors 
are also used in multiplier architectures. Multipliers are 
structured into three functions: partial-product genera-
tion, partial-product accumulation and final addition. 

The main source of power, delay and area came from the 
partial-product accumulation stage . Compressors usually 
implement this stage because they contribute to the re-
duction of the partial products (reducing the number of 
adders at the final stage) and also contribute to reduce the 
critical path which is important to maintain the circuit’s 
performance.
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