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Abstract: 

This paper introduce the reducing the content of noise 

present in the received Speech signals for wireless 

communication medium by using Wavelet based 

Grazing Estimation of Signal (WGES) Method. Noise 

is an unwanted and inevitable interference in any form 

of communication. It is non-informative and plays the 

role of sucking the intelligence of the original signal. 

Any kind of processing of the signal contributes to the 

noise addition. A signal traveling through the channel 

also gathers lots of noise. It degrades the quality of the 

information signal. The effect of noise could be 

reduced only at the cost of the bandwidth of the 

channel which is again undesired as bandwidth is a 

precious resource. Hence to regenerate original signal, 

it is tried to reduce the power of the noise signal or in 

the other way, raise the power level of the informative 

signal, at the receiver end this leads to improvement in 

the signal to noise ratio (SNR). There are several ways 

in doing it and here the focus is on adaptive Signal 

processing new technique (Grazing Estimation 

method) to improving the signal to noise ratio. 
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1. INTRODUCTION: 

This paper is about reducing the content of noise 

present in the received wireless signal using adaptive 

techniques. The signal IS corrupted by random 

additive white Gaussian noise. It is well known that to 

cancel the noise component present in the received 

signal using adaptive signal processing technique, a 

reference signal is needed, which is highly correlated 

to the noise.  

 

Since the noise gets added in the channel and is totally 

random, hence there is no means of creating a 

correlated noise, at the receiving end. Only way 

possible is to somehow extract the noise, from the 

received signal, itself, as only the received signal can 

say the story of the noise added to it. The technique 

used in this paper is a two way process.[1] As the first 

step an attempt is made lo estimate a signal correlated 

to the actual signal i.e. the information bearing 

component of the received signal. The method used for 

this generation is presented. Since the signal and the 

noise are non-coherent to each other, this signal is used 

to extract noise from the received signal using the 

interference cancellation technique of the adaptive 

signal processing, thus giving noise which to a good 

extent will be correlated lo the noise, in the receded 

signal. A technique to generate a signal correlated to 

the actual signal, which is thus the foremost step in 

generating correlated noise, is presented next. In this 

unit, a discussion about a method of generating such a 

correlated reference noise from the signal 

received.[2][3] 

 

2. GRAZING ESTIMATION OF SIGNAL: 

The adaptive techniques to reduce noise are effective 

when the reference noise is highly correlated to the 

corrupting noise. But owing to the highly random 

nature of the corrupting noise, it is difficult to 

estimate it. Here, it have tried to generate an effective 

reference noise from the received signal itself, which 

can be then used to reduce the noise content of the 

same received signal.[4] The technique used is that of 

trying to graze through the informative signal and 

thus trying to find the approximate noise and 

information content at every instant.  
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This technique is based on having first two samples of 

the original signal correctly. What is tried to do is, 

estimate the third sample using the first two samples. 

This is done by finding the slope between the first two 

samples for the third sample. This next estimated 

sample is subtracted with the value at that instant in 

the received signal. These values give the estimated 

noise sample at that instant and call it as the estimated 

noise. Now the second and the third samples are used 

to estimate the fourth sample in a similar way as was 

Ihe third sample found. The same method is carried 

on in generating all the higher samples. The equations 

governing the above give technique are as follows:[5] 
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Where S' represents the estimated signal, X represents 

the received signal, and N’ represents the estimated 

noise of the first stage. The suffices denotes the 

sample at the instant. Also a threshold for the 

estimated noise set. This threshold is based on Ihe 

likely level of noise. The threshold level can be near 

around 0.5 limes the max absolute value that the noise 

can take. Whenever the absolute value of the 

estimated noise level Crosses this preset threshold 

level, the estimated signal value at that infant is reset 

i.e. when[6][7] 
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This ensures that one don't just keep moving in a 

single direction. Whenever there is more than the 

expected deviation, attempt is made to bring the 

estimated signal value in proximity of the signal value. 

This way the estimated signal sample is kept in close 

proximity to the original signal throughout the course 

of estimation.  

 

The above procedure is efficient for the speech signal 

has a low bandwidth and which occupy low frequency 

regions, so That, there will not be many sudden 

changes in it in the time domain, i.e. the signal will be 

smooth to the required extent. There are least chances 

that the estimated sample coincides with the actual 

value of the original signal at each instant. But it is 

sufficient to serve the purpose of generating signal 

which is correlated to information signal to good 

extent.[8][9] 

 
Figure 1: Estimated signal generated by grazing 

estimation 

 

3. GENERALIZED PROCEDURE: 

Thus using this scheme, one can generate the well 

correlated signal to the actual signal indented to 

transmit. After generating the estimated signal, it is 

used as the reference signal in the interference 

cancellation application of the adaptive signal 

processing. Since the clean signal and noise are 

uncorrelated, the output of this process is die noise 

signal itself. The level of correlation of this generated 

noise and the actual noise depends on the level of the 

correlation between the estimated signal and the clean 

signal. Thus our basic aim of generating a correlated 

noise to the noise corrupting the signal has been now 

achieved. It is now used this generated noise to cancel 

the noise In the received signal by using the 

interference cancellation application again [10][11] 

The received signal is passed through the grazing 

estimation block, the output of which is an estimated 

signal, denoted by S'(n), which will be correlated to 

the original signal. Next, this S'{n) is passed through 

adaptive filtering where it cancels the information 

content of the received signal, which is totally 

corrupted with noise. The efficiency of this 

cancellation depends on the correlation level of the 

estimated Signal with that of the original signal.  
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With the above suggested method, it was seen that a 

good cancellation was possible since the noise and the 

information signal are uncorrelated what is obtained at 

the output is something, which will be well correlated 

to the corrupting noise in the received signal. This 

generated noise is denoted as N'(n) in Figure 2, N'(n) 

is again passed through adaptive signal processing 

techniques to cancel the noise content present in the 

received signal, as shown in Figure 3. Reduction of 

noise content to an extent of 15-20 db. Was achieved 

the pseudo-codes for grazing estimation are presented 

below: [12][13] 

 

 
Figure 2: Block diagram of Grazing estimation 

method 

 

Where the letters denote the following blocks A- 

Adaptive algorithm, B = Filter, D =delay, G=Grazing 

Estimation 

 

4. PSEUDO CODE: 

Grazing {rec.Signal(1) signal{2)), Load 

index(1),Indcx{2)=signal(1), signal(2) 

Noise1,,noise(2)= rec(1)-index(1}, rec(2)-index{2) 

Len = length of the signal For 

n=3 to Len 

slope= index (n-2)-index{n-1) 

index(n}=slope +index(n -2) noise 

(n)= rec(n)-index(n) 

if absolute value of noise(n)>threshold, index(n) - 

index(n) +noise(n)/2 

end 

It is assumed that the sampled noisy speech signal y, is 

generated from[14] 

YK=SK+s K.nK (5) 

 

Where k s is the clean speech signal, k n represents an 

independent noise source with unit variance (sn
2
=1) 

and s K is the noise level. Wavelet denoising is an n on 

– Parametric estimation method that has been proposed 

in recent years for speech enhancement applications. 

The goal of wavelet denoisinig is to optimize the 

mean-squared error Subject to the side condition time-

frequency threshold estimation (PWDAT) is utilized. 

Several new techniques are incorporated into the 

typical three-step wavelet threshold procedure 

.[15][16] 

 

EMBEDDING GES WITH WAVELET  

TRANSFORM TECHNIQUE [WGES] 

Figure 3 Block diagram for wavelet denoising 

 

The purposeof preprocessing is to initially lower the 

noise level of yk while minimizing the distortion in 

sk, where (yk ) denotes the output of this 

preprocessing stage [40]. The block diagram of 

denoising using wavelet is shown in above Fig that 

with high probability, the estimation, s
^
 is at least as 

smooth as s .This constraint provides an optimal 

trade-off between the bias and variance of the 

estimate by keeping the two terms the same order of 

magnitude. The implementation of wavelet denoising 

is a three step procedure involving wavelet 

decomposition, nonlinear threshold and wavelet 

reconstructing although wavelet denoising, provides a 

theoretical framework to the estimation problem 

attributes specific lo speech must still be exploited to 

achieve good performance for the speech 

enhancement application. Here, the perceptual speech 

wavelet denoising system using adaptive Quintile-

based noise spectrum estimator to track the slowly 

varying non-stationary noise statistics.  
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Simulation results show that the grazing estimation of 

the signal technique achieves modern’s levels of 

noise suppression.[18][19] 

 

6.  WAVELET TRANSFORM: 

A wavelet packet (WP) decomposition designed to 

mimic the critical bands as widely used m perceptual 

auditory modeling is utilized The implementation, 

first proposed by Black and ZeytinogJu, is based on 

an efficient 6-stage tree structure decomposition 

using 16-tap FIR filters derived from the Daubechres 

wavelet and provides for an exact invertible 

decomposition. This perceptual wavelet (PW) 

transform is used to decompose yk into subbands, 

 

{c m
l
}  PW ( y

1
K ) (6) 

 

Where {Cm
i
} are the decomposition coefficients with 

index i corresponding to the Subband and m 

corresponding to the 'time' location. For 8 kHz speech, 

the decomposition results in 16 critical bands. Note 

that the down sampling operation in the multi-level 

wavelet packet transform results in a multirate signal 

representation (i.e., the resulting number of samples 

corresponding to index m differ for each sub band 

i).[20] 

 

MULATION RESULTS OF GRAZING  

ESTIMATION: 

The results from figure 5 shown on the performance of 

grazing estimation method and from figure 6 shows 

the comparisons analysis of grazing estimation 

method, wavelet de-noising, and combinational 

approach of grazing estimation and wavelet de-noising 

in time and spectral domain for Utopia windows start, 

s1ofwb, s1omwb and ding signals sound signal Ding 

 
Figure 5: Time domain analysis for grazing 

estimation method, wavelet denoising and the 

combination of grazing estimation and wavelet 

denoising 

 
Figure 6: Spectral comparison of the signal, 

recovered using the mentioned method 

 

The below table is mentioned the performance 

of each method depends upon the received 

signal. 
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Table 7.1. Comparisons of various methods 

for ding 

 

8. CONCLUSION AND FUTURE WORK: 

This approach is thus very efficient it is cascaded by 

other noise reducing methods. As can be seen from 

the results, that when this method was cascaded by 

wavelet de-noising method it overall was very much 

improved the efficiency of the combination was better 

than when either of the techniques were used 

individually. Thus the combination of this method 

with some general known other methods, gives the 

advantage of transmitting signals with low power, 

than required in case when the other method is used 

individually, as well as enhancing the SNR to the 

required level, but of course, this will come at the cost 

of higher computational time. Thus in the case of 

analog communication, this method can be used 

before the De-emphasis circuit at the receiving end. In 

case of digital communication, combination of this 

method and the matched filter will work very 

efficiently. Thus this method is an efficient way for 

pre-processing the received signal. There lie lots of 

uncovered potential techniques, which can make this 

method more and more self-reliant.  

One such thing is a still efficient way of estimating 

the signal. The above results have through simulation. 

The method could be tested for real time situations 

using DSP processors. 
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