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Abstract— Energy management and building com-
fort are the major tasks for development of informa-
tion technology. Maximum percentage will be spend 
by people to the comfort. Hence it is not surprising 
that they constantly seek to improve comfort in their 
living spaces. This paper presents an intelligent control 
system based on artificial immune system architec-
ture to maintain the thermal comfort while reducing 
energy consumption. Specifically, a residential build-
ing is regarded as a human body and a comfortable 
thermal environment means the healthy state of body. 
Whenever outside factors disturb this state, which is 
analogous to the intrusion of pathogens, the immune 
system will work automatically to eliminate them and 
therefore to keep the proper state of the body. The ex-
perimental results show the advantages of our system 
comparing with two widely used baseline approaches: 
two-position control and PI control. Keywords— Ar-
tificial Immune System; Thermal 
Comfort.

I. INTRODUCTION
Nowadays most HVAC (Heating, Ventilation and Air 
Conditioning) systems for residential buildings employ 
a singlezone, two-position control system which has 
been simplistic. According to statistical studies, people 
spend 80% of their lives in buildings. This explains why 
occupants constantly seek to improve comfort in their 
living spaces. In addition, environmental issues have 
drawn more and more attention. How to manage en-
ergy in a proper way to improve energy efficiency and 
reduce pollution is a subject of uttermost importance. 
Meanwhile, the popularization of the concept of home 
office makes the productivity in residential buildings 
economically significant. Corresponding to the in-
creasing demands for environment, energy, and pro-
ductivity, advanced methods are applied for improv-
ing thermal conditions in residential buildings thanks 
to the dramatically rapid development of information 
and artificial intelligence technologies. Widespread uti-
lization of personal computers, low cost sensors and 
actuators, and advanced network technologies make 
the intelligent control more easily come true. Certain-
ly, this kind of control system is a classic example of 
Cyber-Physical Systems (CPS), which are integrations
of computation with physical processes, where 

embedded computers and networks monitor, control 
and affect the physical processes and vice versa .
[1].Almost all CPS applications are complex and distrib-
uted, which call for a novel design and control architec-
ture. The human immune system, that is remarkably 
efficient to protect human beings against an amazing 
set of extraneous attacks, offers an extraordinarily 
suitable option. This system is a complex of cells, mol-
ecules and organs, whose complexity is comparable 
to that of the brain, so makes it sufficient to deal with 
complex problems. Additionally its distributed proper-
ty makes it appropriate to cope with CPS applications. 
Indeed, the cells of the immune system are distributed 
all over the body and are not subject to any centralized 
control. In this work, based on the artificial immune 
system (AIS) theory [2], [3] and its advantageous prop-
erties, a building is considered as a human being with 
a healthy immune system. The outside air tempera-
ture and other factors, which will cause the change 
of comfortable state of the building, are analogous to 
pathogens (the infectious foreign elements). When 
a pathogen enters the body, the immune system can 
recognize it and then eliminate it by immune response 
to keep the proper state of the body. The objective of 
this work is to
design such an artificial immune system to keep the 
inside air temperature comfortable while reducing en-
ergy consumption. 
The contribution of this work is threefold:
•	 An AIS architecture for intelligent thermal 
control of residential buildings is proposed, based on 
which it is more appropriate to build a CPS.
•	 An adaptive reward function to update the af-
finities between antibodies and antigens is designed.
•	 The AIS approach is compared with two widely 
used baseline control methods, namely two-position 
control and PI control and their experimental results 
are analysed.
The rest of this paper is organized as follows. Section 2 
overviews related work. Section 3 describes the math-
ematical building thermal model. Section 4 presents an 
artificial immune system architecture which is used to 
control the heating system of the building. Section 5 
provides the simulation design. Experimental results 
and analysis are given in section 6. Finally, we conclude 
in section 7.
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II. RELATED WORK

Many techniques have been used for controlling ther-
mal comfort in buildings, including fuzzy systems, pre-
dictive control, artificial neural networks, etc. A fuzzy 
logic and on-line learning system is proposed in [4], 
which is capable of adapting to thermal preferences 
defined by occupants. The comfort level is measured 
by aggregating several thermal parameters into one 
single thermal index, which is utilized in the fuzzy 
rules. Although the system adopts ubiquitous nodes 
to form a wireless sensor network, it is monitored and 
controlled by a  centralized platform. The authors of 
[5] presents a hierarchical predictive control system in 
which the upper layer is dedicated to optimize the in-
door air temperature references while the lower layer 
follows these references by varying the system fan-coil 
through PID controllers. In a certain environment, the 
predictive control system may perform well based on 
the prediction model built in advance, but it is difficult 
to handle a changing environment and sometimes it is 
very expensive to build such a model. An on-line artifi-
cial neural network controller, which consists of a ther-
mal control logic framework with four thermal control 
logics (two predictive and two adaptive respectively) 
and a system hardware framework, is developed and 
applied in [6] to create more comfortable thermal envi-
ronments in residential buildings and optimize energy 
consumption by reducing temperature overshoot and 
undershoot phenomena in an air conditioning system. 
However, to fully implement a standard neural net-
work architecture would require lots of computational 
resources.
Recently, inspired by immunology, an emerging me-
taheuristic method called artificial immune system 
(AIS) [2], [3], [7] has been developed and applied as a 
new branch of computational intelligence to a variety 
of theoretical research, such as function optimization 
[8], [9], [10], [11] and classification [12], [13], [14]. With 
its gradually maturing, it has been applied to more 
complex engineering applications. In [15], [16], [17], 
[18], [19], [20], artificial immune system is employed to 
control robots, while in [21], [22] and in [23], [24] AIS is 
used to deal with computer security and anomaly de-
tection problems separately. Although much work has 
been done in many scientific and technological fields 
and has proven its success, little attempt is undertaken 
in residential building science and technology, which 
demonstrates the significance of our work.

III. BUILDING THERMAL MODEL
 
The general system design is depicted in Figure 1. A 
heating system perceives states (including indoor and

outdoor temperature) of the building environment 
and according to the decisions made by AIS control 
system, the heating system can perform specific ac-
tions (heating the building in a certain power) to the 
environment. In this section, we mainly concentrate 
on the thermal model of the building environment.
The room temperature is affected not only by auxiliary 
heating/cooling systems and electric appliances, but 
also by the solar radiation and the outside tempera-
ture. According to Achterbosch et al.[25], the heat bal-
ance of a building can be expressed as

where фh is the heat supplied by all internal heat 
sources; фs is the heat gained by solar radiation; фt is

the heat loss through external contact; фc is the heat 
retained by the building. Before deriving state-space 
equations of the building, two definitions should be 
mentioned: 

Fig. 1: General system design and its context

where ф is the heat transfer in watts, A is the area in 
square metres, U is the thermal transmittance, T1 is 
the temperature on one side of an object and T2 is the 
temperature on the other side of the object.

where C is the thermal capacitance, ΔQ is the change 
of heat and ΔT is the change of temperature. Now the 
thermal system of the building can be expressed by 
Equations (4) - (8):
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In above equations, the inputs are:
Qe heat gained by using electrical equipments,
Qs solar radiation through glazing,
Tao outside air temperature,
Tai inside air temperature,
U thermal transmittance,
C thermal capacitance,
p fraction of solar radiation entering floor.and the out-
put is:Qp heat supplied by the heating system, 
Above equations can be stacked using the state-space 
notation:

where _x is a vector of derivatives of temperatures 
of external walls(Tw), floor(Tf ), ceiling(Tc), internal 
partitions(Tip) and air inside(Tai), A, B are matrices 
of coefficients, x is a vector of states and u is a vector 
including Qp, Qe, Qs and Tao. The area of each com-
ponent is known after choosing the physical building 
model, and the properties of different building materi-
als can be obtained from ASHRAE Handbook [26].

IV. ARTIFICIAL IMMUNE SYSTEM ARCHITEC-
TURE

The human immune system is a complex of cells, mol-
ecules and organs that represents an identification 
mechanism capable of perceiving and combating dys-
function from our own cells (infectious self) and the 
action of exogenous infectious micro-organisms (in-
fectious nonself) [2]. There are two interrelated sys-
tems by which the body identifies foreign material: 
the innate immune system and the adaptive immune 
system. The innate immune system exists with one’s 
birth, which is not interesting for us. This article is 
largely concerned with the adaptive immune system.

Recent studies on immunology have clarified that each 
antibody has also its antigen determinant part called 
idiotope, as shown in Figure 2, which means that an an-
tibody can not only recognize antigens, but also other 
antibodies if its paratopes can match their idiotopes. 
This self-organizing property enables the immune sys-
tem to maintain an effective dynamic set of antibod-
ies in order to deal with antigens. Based on this fact, 
N. K. Jerne proposed a model called Jerne’s Idiotypic 
Network [27]. The network is defined by stimulation/
suppression links between antibodies and the degrees 
of correlation are measured by affinities.

Fig. 2: Antibody and Antigen Recognition and Binding 
Mechanism

Fig. 3: Idiotypic Network

Jerne’s Idiotypic Network has been widely used and 
our immune-system-based architecture is an interpre-
tation of Jerne’s theory. The main principle of this ar-
chitecture is that each antibody represents a possible 
action of the system, its paratopes mean the precon-
ditions under which the action is stimulated, and its 
idiotopes interlink other antibodies as a network to 
memorize some knowledge (the degree of the linkage 
is expressed by affinity). In other words, it is an arbitra-
tion mechanism that allows the choice of an action ac-
cording to antigens, knowledge learnt and the continu-
ous computation of affinities among these antibodies. 
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An example of the idiotypic network is presented in 
Figure 3. In this figure, the direction of arrows indicates 
stimulation while the reverse direction of arrows indi-
cates suppression. In addition, the solid arrow means 
stimulation/suppression between antibody and anti-
gen while the dashed arrows represent stimulation/ 
suppression among antibodies (the affinity is denoted 
by m). Therefore antibody i is stimulated by antigen k, 
antibody j and other antibodies, while antibody j and 
other antibodies are suppressed by antibody i.The pop-
ulation of antibody is expressed by the concept of con-
centration. In [28], authors propose the Equations (10) 
and (11) to compute the concentration of theantibody 
i, denoted by ai. In Equation (10), the first and second 
part of the right hand side denote the stimulation and 
suppression from other antibodies respectively, where 
mji and mik are affinity values between 0 and 1. The 
third term indicates the stimulation directly from an 
antigen and the fourth term denotes the antibody’s 
natural death. Equation (11) aims at normalizing the 
concentration between 0 and 1. For a given antigen, 
the probability of selecting an antibody increases with 
its current

concentration.

By taking advantage of the idiotypic network as a ar-
bitration mechanism or intelligent decision-making 
mechanism, the heating system of buildings is able to 
maintain the indoor thermal comfort regardless of the 
outside weather condition. That is to say, for specific 
inside air temperature and outside air temperature, the 
heating system can select an optimized magnitude of 
power by applying idiotypic network to not only make 
room temperature comfortable but also consume less

energy. To achieve these two goals, antigens and an-
tibodies for this system must be defined properly and 
the idiotypic network need to be constructed. Addi-
tionally, a critique mechanism that evaluates the ef-
fect of antibodies must be designed carefully. The rest 
of this section depicts how they are be done in detail. 
Firstly we treat the combination of present inside air 
temperature and outside air temperature as antigens, 
denoted by Ag(tai; tao). The temperature values are 
real. Because the idiotypic network can only exploit dis-
crete values, we need to discretize the space spanned 
by these temperatures. For example, assuming that tai 
and tao range from 0_F to 90_F and from 0_F to 80_F 
respectively, and that every space dimension is dis-
cretized by regular intervals of 1 degree, Ag(20; 10) in-
dicates all possible inside air temperature in [20.0, 21.0) 
and all possible outside air temperature in [10.0, 11.0), 
as shown in Figure 4 (a). The total number of antigen 
is 91 * 81 = 7371. This number can be further reducedby 
introducing some knowledge. For example, when the 
room temperature is too cold (when tai < 50_F for in-
stance), the same decision is likely to be carried out ir-
respective of the outside temperature. This situation 
can be represented by one single antigen Ag(cold). 
Another decision could be carried out when the room 
temperature is too hot (when tai > 80_F for instance), 
irrespective of the outside temperature. This situation 
can be represented by antigen Ag(hot). In this case,

 

Fig. 4: Antigen Definition

2513 (see Figure 4 (b)).
The second step consists in defining antibodies. In this 
system, we assume that the total number of antibodies 
isN. When N is large, the idiotypic network constructed 
will become complex, so the arbitration process will 
take more time, and vice versa. Each antibody contains 
information including ID, concentration, action, natural 
death rate and affinities with others. The action of each 
antibody represents the magnitude of the heating sys-
tem power. Once the action of an antibody has been 
selected, how to evaluate its effect and how to update 
the affinity between the antibody and the antigen? We 
can do these by Equations (12) and (13) separately
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the total number of antigens is reduced to 31 * 81 + 2 = 

In Equation (12), we use a reward function to evaluate 
the antibody’s action: after the heating system carries 
out an action, the inside air temperature is captured 
and the less difference with the setpoint, the more 
reward it gains. The affinity between the antigen and 
the antibody is updated proportionally to the reward. 
For the reason that an antigen actually represents 
different combinations of real inside and outside air 
temperatures as we mentioned above, the mean val-
ue of the rewards obtained, which is calculated in an 
adapted mechanism, is used to indicate the affinity, as 
expressed in Equation (13). The affinities between anti-
bodies could be updated by a reinforcement signal
to deal with some special situation, i.e. during the high 
pricing period of using electricity or emergency. But in 
order to simplify the problem, we assume the affinities 
between antibodies are constant.

V. SIMULATION DESIGN

The differential equations representing the thermal 
model within a building have been implemented under 
a Matlab / Simulink environment [29]. Furthermore, for 
the purpose of taking advantages of multi-agent sys-
tem, one of the most widely used multi-agent develop-
ment framework named JADE has been employed. In 
our application, the heating system is regarded as an 
intelligent decision-making agent. However, Simulink 
models can not communicate directly with Java pro-
grams. In order to deal with this difficulty, a middle-
ware named MACSimJX [30] has been utilized. It acts 
as an agent in JADE environment and provides services 
of getting and sending data from/to Simulink models. 
Moreover, actual recorded weather data for Golden, 
CO in January 1999 (totally 744 hours) obtained from 
EERE [31] is used as the outside air temperature.

Fig. 5: Interface of the System

The interface of the system is shown in Figure 5. In this 
figure, building thermal model is simulated in Simulink 
environment. At every certain time intervals, the ther-
mal sensors of the building can record the present in-
door and outdoor temperature and packaging them 
as an input send to MacsimJX Agent. This agent then 
repackages it as an antigen and sends it to Heating Sys-
tem Agent, which contains the idiotypic network and 
can operate the immune response mentioned above. 
After the arbitration process, the heating system in 
Simulink environment will be notified with a magnitude 
of power.
As discussed before, the decision-making architecture 
of the heating system is an idiotypic network which is 
composed of defined antibodies. When the Heating 
System Agent performs, it feeds an antigen to the idio-
typic network. Then this network inform all antibodies 
the newcome antigen. According to Equation (10) and 
(11), these antibodies update their concentrations and 
a winner is selected by a greedy or roulette wheel se
lection strategy based on their present concentrations. 
Once chosen, the winner can perform its defined action 
to the environment and will be rewarded or penalized 
by Equation (12). Its affinity with the antigen will be up-
dated by Equation (13).

VI. EXPERIMENTS

The property values of our building model are list-
ed in Table 1, which can be obtained from ASHRAE 
Handbook[26]. In addition, the general experimental 
parameters and the antibody configuration are listed 
in Table 2 and Table 3 separately. In Table 2, NorCon 
represents the initial normalized concentration of an-
tibodies and other parameters are explained in Equa-
tion (10). In Table 3, thirteen antibodies are defined and 
each antibody has its concentration. The action value 
of antibody indicates the output power of the heating 
system. By implementing AIS, through thirty episodes’ 
training, a good experimental result can be obtained 
(see Figure 6). This figure shows the variations of the 
outside air temperature (red line) and the inside air 
temperature (blue line) of Golden, CO in January 1999 
(totally 744 hours). From the figure, after 5 days’ very 
cold weather, the inside air temperature is maintained
at 72_F almost steadily. This is because the idiotypic
network is organized with different antibodies and af-
ter being stimulated by the antigens a number of times, 
it can evolve into a good decision-making structure.
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The sequential decisions of this episode is shown in 
Figure 7. It can be found that due to the low outside 
air temperature the heating system employed the 
maximum power of 3500 BTU/hour with more oppor-
tunity during the first 5 days, and after that the choices 
of power from 1200 BTU/hour to 2100 BTU/hour are 
taken during most part of this episode which means 
these choices of power are suitable for maintaining the 
roomtemperature at the setpoint (72_F) in the weather 
condition. The system turned off only 7 times and the 
total energy consumed during this episode is 1,464,000 
BTU.
Figure 8 and Figure 9 reveal experimental results of 
twoposition control and PI control respectively. For 
two-position control, the output power is 3500 BTU/ 
hour when the heating system turns on, otherwise it 
equals 0. In order to keep a comfort temperature, the 
heating system has to turn on and off frequently, which 
may damage the physical system. The total energy con-
sumed is 1,491,000 BTU. For PI control (Proportional = 
1000, Integral = 100), it can make rooms most comfort-
able by managing the temperature at 72_F. However, 
the maximum power has to be at least 7000 BTU/hour. 
If we use the same maximum power of 3500 BTU/hour 
as artificial immune system and two-position control, a 
huge overshoot of inside air temperature (about 90_F) 
will occur. For this reason, it requires physical equip-
ments with much greater output power and therefore 
costs more energy (1,593,000 BTU).

Fig. 6: Experimental Result (AIS, Thirtieth Episode)

Fig. 7: Sequential Decisions (AIS, Thirtieth Episode

Based on the simulation results, the immune system 
has successfully achieved the reduction of energy con-
sumption (1.81% less than two-position control and 
8.10% less than PI control). Besides, by comparing with 
two-position control, it can definitely prolong equip-
ments’ service life. Although it seems that PI control 
can reach a more smooth temperature curve, it has to 
pay more price. When it requires strict thermal control 
or in some special situations, PI control may be consid-
ered as more suitable. But when discussing in the resi 
dential scope and considering its advantage of distrib-
uted capability, the immune system prevails

Fig. 8: Experimental Result (Two Position Control)
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Fig. 9: Experimental Result (PI Control)

CONCLUSION

This paper has presented an intelligent control system 
based on artificial immune system architecture to keep 
thermal comfort while consuming less energy in resi-
dential buildings. A mathematical thermal model of a 
building was developed in the Simulink/Matlab envi-
ronment. Additionally the intelligent system was de-
veloped in a Java based multi-agent system framework 
named JADE, and a middleware software, MACSimJX, 
was utilized to connect the system and the simulation 
environment. The experimental results show that by 
employingthis intelligent system, the inside air tem-
perature can be more stable and thus more comfort-
able than the two-position control and it consumes less 
energy than PI control. However, the work here is a 
preliminary step: only thermal systems are considered, 
making the current use of multi-agent systems not as 
efficient as they could be if other energy systems are 
not taken into account. Moreover, the presented idio-
typic networks can only exploit discrete values, which 
may be inconvenient when dealing with practical prob-
lems. In future work, other components, such as light-
ing systems and ventilation systems, can be considered 
together. Based on the multi-agent framework, agent-
to-agent communication, cooperation and coordinaZZ 
tion can be achieved. And function approximators will 
be utilized to solve problems with continuous deci-
sion.
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