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As a consequence, fault tolerance is an important is-
sue in network design in order to avoid system failures, 
while continuing to produce acceptable information 
and to deliver it to destination (survivability). A crude 
approach could resort to redundant deployment of 
sensors and replication of information between sen-
sor nodes can be adopted to overcome some of the 
related problems. An alternative solution consists in 
providing to the whole system self- capabilities in a co-
operative way: whenever a sensor dies, irst, its neigh-
bor nodes can provide the same or similar information. 
The self organization feature of sensor networks pro-
vides the agility to adapt to unforeseeable situations, 
diverse environments, and dynamic changes. Sensors 
in these multi-hop networks detect events and then 
communicate the collected information to a central lo-
cation where parameters characterizing these events 
are estimated. 

Since the cost of transmission is higher than process-
ing, it may be advantageous to organize the sensors 
into clusters. In the clustered environment, the data 
gathered by the sensors is communicated to the data 
processing center through a hierarchy of cluster heads 
(CHs). The processing center determines the final esti-
mates of the parameters in question using the informa-
tion communicated by the CHs. Since the sensors are 
now communicating data over smaller distances in the 
clustered environment, the energy consumption and 
the delivery latency can be significantly reduced. Many 
clustering algorithms in various contexts have been 
proposed [3]-[4]. These algorithms are mostly heuristic 
in nature and aim at generating the minimum number 
of clusters such that any node in any cluster is at most 
d hops away from its CH.

Abstract : 

This paper deals with an integrated MAC and Routing 
protocol, able to manage faults occurring in Wireless 
Sensor Network (WSN). To this end, the protocol de-
sign has been inspired by the cross-layer principle to 
minimize both theSignaling overhead and power con-
sumption. After an accurate functional characteriza-
tion, the performance is presented for the most rele-
vant figures (recovering efficiency and latency, as well 
as the length of established end-to-end paths). The sat-
isfactory results suggest the application to more com-
plex scenarios where the nodes mobility is allowed.

INTRODUCTION:

Wireless Sensor Networks (WSNs)  have introduced a 
novel paradigm for reliable monitoring. They outper-
form conventional sensor systems, which use large, 
expensive macrosensors to be placed and wired accu-
rately to an end user. In particular, WSNs may contain 
a great number of physically separated nodes that do 
not require human attention. WSNs can be deployed 
in almost any environment, especially those in which 
conventional wired sensor systems are impossible, un-
available, or inaccessible. Thus the network have to be 
tolerant of error and fault . For many WSN applications, 
data must be delivered reliably over the noisy, error-
prone, and time-varying wireless channel. In addition 
to links also sensors are prone to fail. Faults in WSNs 
are not an exception and tend to occur frequently, due 
to energy shortage and the occurrence of denial of ser-
vice attacks, i.e., the result of any action that prevents 
any part of a WSN from functioning correctly or in a 
timely manner. 
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• seats of everyday commercial and leisure activities 
as parks, market square, cinemas, commercial districts, 
museums;
• government and administration buildings;
• transportation systems (airports, harbors, and rail-
ways stations);
• home automation.

Besides, the envisaged solution is supposed to effec-
tively manage emergency situations occurring in the 
above mentioned scenarios by notifying the presence 
of anomalous operative conditions, while autono-
mously preserving the overall functioning (self heal-
ing). It has been adopted an architecture comprised of 
severalsensor nodes making a whole WSN connected 
with a remote server, in charge of data processing and 
adequate decisions making. It is worth noticing that, 
due to complexity of involved phenomena, each sen-
sor is not able to detect a potential risk nor it could be 
viable to perform a distributed data fusion algorithm; 
as a consequence, only a centralized approach is pos-
sible. Under these hypotheses, the main parameter to 
be optimized is the sensed data delivering latency, as it 
impactson the time the remote processor need to send 
a warning or an alarm to the competent authorities2.

B. Network Topology:

The main aspect affecting the overall system perfor-
mance is represented by the network topology, as 
nodes deployment is usually subject to constraints im-
posed by the particular phenomenon to be observed3 
or by the planimetry of the area under investigation. 
To match the requirement of a continuous, low latency 
and safe monitoring, a two-tier network architecture 
has been adopted, interconnecting several clusters by 
making the CHs able to communicate each other over a 
wiredbus connection. In particular, the hierarchical ar-
chitecture is composed of two different kind of nodes, 
that is the CH (Sink) and ON (Source), both connected 
to external electrical power supply and also endowed 
with additional buffer batteries to maintain the nomi-
nal functioning as long as possible. depicts the above 
characterized system.

c.Nodes Characterization:

A generic WSN is composed of several clusters, which 
are defined in the set-up phase. Every cluster is respon-
sible for a specific geographical region. 

However, due to inherent complexity and need of strict 
time synchronization, in a critical application scenario, 
like the one proposed in this paper, a static clustering 
scheme has been adopted. In this paper, robust com-
munications architecture, providing a fault tolerant 
communications support for emergency applications 
with WSNs, is proposed. Despite more complex solu-
tion have been proposed in the literature, the adopted 
approach combines effectiveness and easy implemen-
tation in real user defined scenarios as [5]. Since the 
main parameters to be optimized are both the message 
delivery and reconfiguration latencies , the investigat-
ed solution adopts a tiered architecture. In particular, a 
two tier topology is applied to enhance scalability and 
efficiency of the communications protocols. 

According to it, once a cluster has been established 
through a set up procedure, ordinary nodes (ONs) are 
continuously monitored by their own CH that is also 
in charge of remote data delivering. Whenever a link 
quality degradation is detected, a warning is sent to 
the decision making system. If the problem still occurs 
due to an abnormal operative condition, the involved 
ONs are assumed to be definitely lost and an alarm is 
remotely delivered, suggesting the presence of amali-
cious attack1. Finally, CH is able to manage an orphan-
age procedure to recover ONs lacking of their original 
CH, which has been irreparably damaged. However, 
if no CH is available, a group of ONs jointly adopts a 
multihop routing strategy , setting up a sort of ad hoc 
network to reach anyway the remote server, according 
to a cross-layer design .The paper is organized as it fol-
lows: In Section II-A, possible application scenarios are 
characterized to apply the network architecture and 
protocols proposed, respectively, in Section II and III. 
Then communications performance is analyzed in Sec-
tion IV, for what the standard conditions and anoma-
lous situations are concerned. Finally, some conclu-
sions are drawn in Section V.

II. ADOPTED NETWORK STRUCTURE:
A.Envisioned Scenario:

The purpose of the proposed network architecture is 
to answer for safety of areas open to the public, such 
as:

• places of historic and cultural relevance as old down-
towns;
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Once the set-up phase is completed, regime phase 
begins ONs are able to transmit data (Data-Message) 
to their CHs. Addition packets are also sent to moni-
tor the status of the bidirectional link between CH and 
ON (Control-Message) and to notify an abnormal be-
havior (Alarm). In this case the remote server gener-
ates an alarm. Both a short and long term periodical 
channel evaluations are delivered to the remote server 
together with a list of the network clusters. Moreover, 
each CH could allow a remote interaction with WSN 
by sending either a QUERY or a PING message to ONs 
in order to read the node’s battery level or the net-
work status. For the sake of reliability each message 
is acknowledged with a proper ACK packet. To provide 
fault tolerant communications, a recovery phase is in-
troduced, managing situations in which a CH has been 
damaged. In this case, orphan ONs are associated with 
another CH in a direct or indirect way. The former ap-
proach needs establishing a link-to-link path (at Layer 
2), while the latter requires a more complex multihop 
solution (at Layer 3). These solutions are described in 
the following.

PERFORMANCE ANALYSIS:
A.MAC Layer:

With the aim of characterizing the performance of the 
proposed solutions, several communications scenarios 
have been investigated:
• 200×200 m2 area with 1 CH;

• 400×400 m2 area with 4 geometrically deployed 
CHs;
• 200×800 m2 area with 4 linearly deployed CHs.

For all the before mentioned cases ONs have been uni-
formly distributed on the test area. The most relevant 
simulation parameters are summarized in TABLE I.

It could be noticed that in the first case, the perfor-
mance quickly decreases from 100% to 80% as the num-
ber of ONs approaches 32-64, while in the second one 
it reaches 74% if the ONs are 16-32 and, finally, in the last 
scenario the set-up latency become 77% for the same 
value of nodes 6. This is due to the hidden node effect: 
in fact some ONs are not associated with a CH within 
their coverage radius because a hidden node transmis-
sion collided with its ACK messages. Nevertheless, the 
invisible ONs are recognized in the regime phase, since 
CHs are always ready to affiliate new ONs:

A WSN is defined and maintained by adopting a set-
up, regime and recovery phases that are further ex-
plained.

Cluster Head Node: 

its main task consist in coordinating the nodes belong-
ing to its own cluster, collecting the data samples and 
forwarding them to the remote server together with 
providing bidirectional commands (ping, node descrip-
tion, battery level request) and alarms. CH is endowed 
with two different air interfaces, acting as a gateway. 
It plays a crucial role in network building, maintaining 
and recovering and to reduce network load by adopt-
ing data fusion algorithms.Ordinary-node: an ON car-
ries out the monitoring of a particular spatial area it is 
responsible for and then transmits data with a secure 
approach.Remote server: even though it does not 
make part of WSN, it has the function to storage, pro-
cess and display data to the remote user in a suitable 
way.

III. PROPOSED RELIABLE COMMUNICATIONS 
PROTOCOLS:
A. Protocol Description

As previously introduced in Section II-C, there are three 
main operations during the overall lifetime of a WSN: 
set-up phase, regime phase and recovery phase. In the 
set-up phase ONs are associated with their own CH, by 
properly defining the cluster size and then making the 
network infrastructure ready to deliver data. As soon 
as a CH becomes active, it periodically broadcasts a 
HELLO packets with a time period THELLO . The overall 
setup phase duration TSetUp depends upon the num-
ber of nodes, network topology and size. The HELLO 
packet’s header comprises at least two fields: the 
sender identifier ID(S) and sequence number SN.

Upon the reception of this message, an ON replies to 
the CH with an acknowledgment message (ACK) in 
unicasting modality. At the end of this phase, every CH 
knows of its neighbor ONs, while each ON is aware of 
its own CH; this information is locally stored by each 
node in its neighbors’ table (Table-Update). If an ON 
receives more than one HELLO packet from different 
CHs4, it is associated with first CH, while keeping trace 
of other backup CHs.
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designed taking into account specific constraints, as 
far as the limited resources and the unattended op-
erations. Thus the network have to be tolerant of er-
ror and fault. This paper proposes an effective fault 
management scheme by introducing a recovery phase 
within the communications framework, in accordance 
to a cross-layer design. Novel MAC and Network layer 
protocols are accordingly proposed, aiming at facing 
fault by autonomously reconfiguring the network to-
pology , without increasing the signaling overhead and 
reducing latency value. The proposed solution has been 
characterized along with its set-up, regime and recov-
ery phase, together with validating its performance. 
Future developments of the present research activity 
might include the protocol implementation and test-
ing over realistic user defined scenarios such as ,where 
a subset of nodes are allowed to dynamically change 
their position with a consequent air link failure.
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upon the reception of data messages from ONs, CH 
adds them into its MAC neighbors table. It is worth 
noticing that the square topology (red curve in Fig. 5) 
implies an addition 6% of performance loss due to ONs 
interfering from adjacent areas. This allows to avoid 
packet collision, whilst reducing the link throughput. 
To conclude the analysis of the MAC layer performance, 
the latency7 for the recovery phase as a function of the 
number of deployed nodes has been evaluated, for a 
single cluster scenario in which a backup CH has been 
also deployed but no multihop scheme is activated. 
Starting from an the initial latency value, that is not 
null to avoid false positives, it is a linear function of the 
number of deployed ONs, thus highlighting a good net-
work scalability.

B. Network Layer:

In this case a 800×500 m2 area comprised of 4 CHs lin-
early distributed with a different number of uniform-
ly distributed ONs has been taken into account. The 
delivering latency of data messages and the related 
endto- end (e2e) path length8 have been evaluated. 
the delivering latency has been pointed out shows the 
value of time-latency parameter as a function of time 
for different number of functioning CHs in a region of 
800×800 m. It could be noticed an initial rising until a 
regime value is quickly approached, this meaning the 
completion of the recovery phase. The same behavior 
might be pointed out for the e2e path length. the maxi-
mum mean delivering latency has been summarized as 
a function of both the number of deployed ONs and 
available CHs. It is pointed out that the latency increas-
ing is in inverse proportion to the number of available 
CHs, as e2e paths length decreases. Besides, latency is 
affected by the number of deployed ONs since collisions 
are likely to occur, while in the case of 1 or 2 available 
CHs latency not surprisingly decreases as it is referred 
to the number of ON effectively recovered, i.e., below 
the cluster capacity. These results summarizes the sim-
ulations carried out and could beused during the net-
work planning to set the optimal number of ONs and 
CHs density to match a particular latency value.

CONCLUSION : 

The WSN application is widely considered as the most 
promising solution for intelligent environments instru-
menting, provided that effective protocols are
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Once the set-up phase is completed, regime phase 
begins ONs are able to transmit data (Data-Message) 
to their CHs. Addition packets are also sent to moni-
tor the status of the bidirectional link between CH and 
ON (Control-Message) and to notify an abnormal be-
havior (Alarm). In this case the remote server gener-
ates an alarm. Both a short and long term periodical 
channel evaluations are delivered to the remote server 
together with a list of the network clusters. Moreover, 
each CH could allow a remote interaction with WSN 
by sending either a QUERY or a PING message to ONs 
in order to read the node’s battery level or the net-
work status. For the sake of reliability each message 
is acknowledged with a proper ACK packet. To provide 
fault tolerant communications, a recovery phase is in-
troduced, managing situations in which a CH has been 
damaged. In this case, orphan ONs are associated with 
another CH in a direct or indirect way. The former ap-
proach needs establishing a link-to-link path (at Layer 
2), while the latter requires a more complex multihop 
solution (at Layer 3). These solutions are described in 
the following.

PERFORMANCE ANALYSIS:
A.MAC Layer:

With the aim of characterizing the performance of the 
proposed solutions, several communications scenarios 
have been investigated:
• 200×200 m2 area with 1 CH;

• 400×400 m2 area with 4 geometrically deployed 
CHs;
• 200×800 m2 area with 4 linearly deployed CHs.

For all the before mentioned cases ONs have been uni-
formly distributed on the test area. The most relevant 
simulation parameters are summarized in TABLE I.

It could be noticed that in the first case, the perfor-
mance quickly decreases from 100% to 80% as the num-
ber of ONs approaches 32-64, while in the second one 
it reaches 74% if the ONs are 16-32 and, finally, in the last 
scenario the set-up latency become 77% for the same 
value of nodes 6. This is due to the hidden node effect: 
in fact some ONs are not associated with a CH within 
their coverage radius because a hidden node transmis-
sion collided with its ACK messages. Nevertheless, the 
invisible ONs are recognized in the regime phase, since 
CHs are always ready to affiliate new ONs:

A WSN is defined and maintained by adopting a set-
up, regime and recovery phases that are further ex-
plained.

Cluster Head Node: 

its main task consist in coordinating the nodes belong-
ing to its own cluster, collecting the data samples and 
forwarding them to the remote server together with 
providing bidirectional commands (ping, node descrip-
tion, battery level request) and alarms. CH is endowed 
with two different air interfaces, acting as a gateway. 
It plays a crucial role in network building, maintaining 
and recovering and to reduce network load by adopt-
ing data fusion algorithms.Ordinary-node: an ON car-
ries out the monitoring of a particular spatial area it is 
responsible for and then transmits data with a secure 
approach.Remote server: even though it does not 
make part of WSN, it has the function to storage, pro-
cess and display data to the remote user in a suitable 
way.

III. PROPOSED RELIABLE COMMUNICATIONS 
PROTOCOLS:
A. Protocol Description

As previously introduced in Section II-C, there are three 
main operations during the overall lifetime of a WSN: 
set-up phase, regime phase and recovery phase. In the 
set-up phase ONs are associated with their own CH, by 
properly defining the cluster size and then making the 
network infrastructure ready to deliver data. As soon 
as a CH becomes active, it periodically broadcasts a 
HELLO packets with a time period THELLO . The overall 
setup phase duration TSetUp depends upon the num-
ber of nodes, network topology and size. The HELLO 
packet’s header comprises at least two fields: the 
sender identifier ID(S) and sequence number SN.

Upon the reception of this message, an ON replies to 
the CH with an acknowledgment message (ACK) in 
unicasting modality. At the end of this phase, every CH 
knows of its neighbor ONs, while each ON is aware of 
its own CH; this information is locally stored by each 
node in its neighbors’ table (Table-Update). If an ON 
receives more than one HELLO packet from different 
CHs4, it is associated with first CH, while keeping trace 
of other backup CHs.
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designed taking into account specific constraints, as 
far as the limited resources and the unattended op-
erations. Thus the network have to be tolerant of er-
ror and fault. This paper proposes an effective fault 
management scheme by introducing a recovery phase 
within the communications framework, in accordance 
to a cross-layer design. Novel MAC and Network layer 
protocols are accordingly proposed, aiming at facing 
fault by autonomously reconfiguring the network to-
pology , without increasing the signaling overhead and 
reducing latency value. The proposed solution has been 
characterized along with its set-up, regime and recov-
ery phase, together with validating its performance. 
Future developments of the present research activity 
might include the protocol implementation and test-
ing over realistic user defined scenarios such as ,where 
a subset of nodes are allowed to dynamically change 
their position with a consequent air link failure.
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upon the reception of data messages from ONs, CH 
adds them into its MAC neighbors table. It is worth 
noticing that the square topology (red curve in Fig. 5) 
implies an addition 6% of performance loss due to ONs 
interfering from adjacent areas. This allows to avoid 
packet collision, whilst reducing the link throughput. 
To conclude the analysis of the MAC layer performance, 
the latency7 for the recovery phase as a function of the 
number of deployed nodes has been evaluated, for a 
single cluster scenario in which a backup CH has been 
also deployed but no multihop scheme is activated. 
Starting from an the initial latency value, that is not 
null to avoid false positives, it is a linear function of the 
number of deployed ONs, thus highlighting a good net-
work scalability.

B. Network Layer:

In this case a 800×500 m2 area comprised of 4 CHs lin-
early distributed with a different number of uniform-
ly distributed ONs has been taken into account. The 
delivering latency of data messages and the related 
endto- end (e2e) path length8 have been evaluated. 
the delivering latency has been pointed out shows the 
value of time-latency parameter as a function of time 
for different number of functioning CHs in a region of 
800×800 m. It could be noticed an initial rising until a 
regime value is quickly approached, this meaning the 
completion of the recovery phase. The same behavior 
might be pointed out for the e2e path length. the maxi-
mum mean delivering latency has been summarized as 
a function of both the number of deployed ONs and 
available CHs. It is pointed out that the latency increas-
ing is in inverse proportion to the number of available 
CHs, as e2e paths length decreases. Besides, latency is 
affected by the number of deployed ONs since collisions 
are likely to occur, while in the case of 1 or 2 available 
CHs latency not surprisingly decreases as it is referred 
to the number of ON effectively recovered, i.e., below 
the cluster capacity. These results summarizes the sim-
ulations carried out and could beused during the net-
work planning to set the optimal number of ONs and 
CHs density to match a particular latency value.

CONCLUSION : 

The WSN application is widely considered as the most 
promising solution for intelligent environments instru-
menting, provided that effective protocols are


