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The transient and intermittent faults cause to gener-
ate soft memory errors. A soft memory error is defined 
as a random event that corrupt the value stored in the 
memory cell without damaging the cell itself. Such er-
rors are being successfully dealt with ECC, which has 
gained a tremendous impetus during the recent past.A 
memory can be made fault-tolerant with the applica-
tion of an error-correcting code, such as Hamming 
code, Reed-Muller code, the proposed OLS codes, etc. 
the mean time between “failures” of a properly de-
signed memory system can be significantly increased 
with an error-correcting code. In this respect, a system 
“fails” only when the errors exceed the error-correct-
ing capability of the code. Also, in order to optimize 
data integrity, the error correcting code should have 
the capability of detecting the most likely of the errors 
that are uncorrectable.

This paper presents the OLS scheme to deal with the 
memory errors, mostly with specific to the critical sys-
tems. The techniques have been developed indepen-
dently and present unique characteristics and advan-
tages. This technique makes use of the hardware and 
information redundancies simultaneously in the design, 
which might not present the cost effective solution, 
but since such techniques are mainly targeted for criti-
cal systems, the cost becomes the secondary factor. 
Employing ECC with the memories, generally increases 
the cost between 10% to 20%, typically increases the 
die-area around 20% and may also slow down the speed 
around 3-4%, but the advantages obtained in terms of 
reliability and accuracy are incomparable.

OLS codes are based on the concept of Latin squares. 
A Latin square of size m is an m × m matrix that has 
permutations of the digits 0, 1,…, m − 1 in both its rows 
and columns. Two Latin squares are orthogonal if when 
they are superimposed every ordered pair of elements 
appears only once.

Abstract: 

An error-correcting code is an algorithm for express-
ing a sequence of numbers such that any errors which 
are introduced can be detected and corrected (within 
certain limitations) based on the remaining numbers. 
Orthogonal Latin squares of order n over two sets S 
and T, each consisting of n symbols, is an n×n arrange-
ment of cells, each cell containing an ordered pair (s,t), 
where s is in S and t is in T, such that every row and 
every column contains each element of S and each ele-
ment of T exactly once, and that no two cells contain 
the same ordered pair. There are number of mitigation 
techniques proposed to make sure that the errors do 
not affect the circuit functionality. Among them, to pro-
tect the memories and registers in electronic circuits 
Error Correction Codes (ECC) are commonly used. In 
this paper, concurrent error detection and correction 
technique for OLS encoders and syndrome computa-
tion is proposed and evaluated. The proposed method 
efficiently implements a parity prediction scheme that 
detects all errors that affect a single circuit node using 
the properties of OLS codes.

Keywords: 

ECC, OLS, Error Detection, Error Correction, Memory

Introduction:

Semiconductor memories are more susceptible to tran-
sient-faults (the faults which appear and disappear) 
due to impingement of alpha particles, electrostatic 
discharges, glitches, etc. among them alpha particles 
are the most prominent one. In fact, DRAM chips can 
be exploited as reliable and cheap alpha particle detec-
tors. The intermittentfaults (the faults which appear, 
disappear and reappear) can occur due to resistance 
and capacitance variations and coupling effects.
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exactly 2t check bits and each other bit participates in 
at most one of those check bits.This enables a simple 
correction when the number of bits in error is t or less. 
The 2t check bits are recomputed and a majority vote 
is taken. If a value of one is obtained, the bit is in error 
and must be corrected. Otherwise the bit is correct. As 
long as the number of errors is t or less, the remaining   
t −1 errors can, in the worst  ase, affect t −1 check bits. 
Therefore, still a majority of t + 1 triggers the correction 
of an erroneous bit. In any case, the decoding starts 
by re computing the parity check bits and checking 
against the stored parity check bits.

In general, a circuit may be designed to be self-checking 
only for an assumed fault set. In this brief, we consid-
er the fault set F corresponding to the single stuck-at 
fault model.A circuit is self-checking if and only if it sat-
isfies the following properties: 1) it is self-testing, and 
2) fault-secure. A circuit is self-testing if, for each fault 
f in the fault set F, there is at least one input belonging 
to the input code space, for which the circuit provides 
an output belonging to the output error space.

The fault-secure property guarantees that the circuit 
gives the correct response, or signals the presence 
of a fault that provides an output in the error space. 
Faults are always detected, since there is an input that 
produces an output that identifies the presence of the 
fault.

These codes have k = m2 data bits and 2tm check bits, 
where t is the number of errors that the code can cor-
rect. For a double error correction code t = 2, and, 
therefore, 4m check bits, are used. As mentioned in 
the introduction, one advantage of OLS codes is that 
their construction is modular. This means that to ob-
tain a code that can correct t +1 errors, simply 2m check 
bits are added to the code that can correct t errors. The 
modular property also enables the selection of the er-
ror correction capability for a given word size. As men-
tioned before, OLS codes can be decoded using OS-
MLD as each data bit participates in 

Before describing the proposed error detection tech-
niques, the standard definition of self-checking circuits 
that are used in this section is presented. During nor-
mal, or fault-free, operation, a circuit receives only a 
subset of the input space, called the input code space, 
and produces a subset of the output space, called the 
output code space. The outputs that are not members 
of the output code space form the output error space. 

Proposed self-checking encoder for OLS code with k = 
16 and t = 1. A circuit is fault-secure if, for each fault f in 
the fault set F and for each input belonging to the input 
code space, the circuit provides the correct output, or 
an output belonging to the output error space.
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The two outputs (r1, r2) are each equal to the parity 
of one of two disjoint subsets of the checker inputs (ci 
).When a set of inputs with the correct parity is pro-
vided, the output code {r1, r2} takes the values 00 or 11. 
When the checker receives an erroneous set of inputs, 
the checker provides the output codes 01 or 10. Also, if 
a fault occurs in the checker, the outputs are 01 or 10. 
This guarantees the self-checking property of the par-
ity checker. The proposed encoder is illustrated in Fig. 
2 for the code with k = 16 and t = 1.

 The proposed circuit can detect any error that affects 
an odd number of ci bits. For a general code, in most 
cases there is logic sharing among the computations of 
the ci bits. This means that an error may propagate to 
more than one ci bit, and if the number of bits affected 
is even, then the error is not detected by the proposed 
scheme. To avoid this issue, the computation of each 
ci bit can be done separately. This, however, increases 
the circuit area of the encoder as no logic sharing is al-
lowed. Another option is to control the logic in such a 
way that errors can only propagate to an odd number 
of outputs. This would also increase the cost compared 
to an unrestricted implementation. Additionally, even 
if the error propagates to an odd number of outputs, 
the delay of each path can be different. This may cause 
registering of only some of the output errors at the 
clock edge.

This property is related to the assumption that the inter-
val between the occurrences of two faults is enough to 
permit to all the elements belonging to the input code 
space to appear as circuit inputs before the occurrence 
of the second fault. Thus, an output belonging to the 
output error space appears at the circuit output be-
fore the occurrence of the second fault.The technique 
that we propose is based on the use of parity predic-
tion, which is one of the techniques commonly used to 
detect error in general logic circuits. In our case, the 
problem is substantially simpler, given the structure 
of the OLS codes. For the encoder, it is proposed that 
the parity of the computed check bits (ci ) is compared 
against the parity of all the check equations. The par-
ity of all the check equations is simply the equation 
obtained by computing the parity of the columns in G. 
For OLS codes, since each column in G has exactly 2t 
ones, the null equation is obtained (see, for example, 
Fig. 1). Therefore, the concurrent error detection (CED) 
scheme is simply to check.

This enables an efficient implementation that is not 
possible in other codes. For example, in a Hamming 
code a significant part of the columns in G has an odd 
weight and for some codes the number is even larger 
as they are designed to have odd weights [23]. The in-
put code space of the OLS encoder corresponds to the 
input space, since the encoder can receive all the pos-
sible 2 input configurations. The output code space of 
the OLS encoder is composed by the outputs satisfying 
(4), while the output error space is the complement of 
the output code space.

A fault that occurs in one of the gates composing the 
OLS encoder can change at most one of the ci check 
bits. When this change occurs, the OLS encoder pro-
vides an output that does not satisfy (4), i.e., an out-
put belonging to the output error space. Hence, this 
guarantees the fault-secure property for this circuit. 
Additionally, since the encoder is composed only by 
XOR gates, no logic masking is performed in the circuit. 
Therefore, when a fault is activated the error is propa-
gated to the output. This ensures the self-testing prop-
erty of the circuit. In order to check if the output of the 
OLS encoder belongs to the output code space or the 
output error space, a self-checking implementation of 
a parity checker is used. The checker controls the par-
ity of its inputs and is realized with a repetition code.
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The output code space of the OLS syndrome computa-
tion is composed by the outputs given by (5) and (6) 
satisfying r1 = r2, while the output error space is the 
complement of the output code space. The fault-se-
cure property for the syndrome computation is easily 
demonstrated for the faults in F by observing that the 
circuits that compute r1 and r2 do not share any gate 
and both circuits are only composed of XOR gates. 
Therefore, a single fault could propagate to only one 
of the outputs, producing an output on the output er-
ror space. To prove the self-testing property for the 
syndrome computation, suppose that a fault occurs in 
one of the gates computing (5). If the input configura-
tion is a valid OLS codeword, all the syndrome bits are 
0, detecting all stuck-at-1 faults in the XOR gates com-
puting (5). Instead, if the input is a non-OLS codeword 
that is affected by a t or less errors, some syndrome 
bits are 1, allowing the detection of a stuck-at-0 faults 
in the XOR gates computing (5). Finally, suppose that 
a fault occurs in one of the gates computing (6). Since 
any combination of the 2tm check bits is allowed, any 
fault can be activated and the error propagated to the 
output r2.

For OLS codes, as discussed in the previous section a 
pair of data bits shares at most one parity check. This 
guarantees that there is no logic sharing among the 
computation of the ci bits. Therefore, the proposed 
technique detects all errors that affect a single circuit 
node.For the syndrome computation, the parity pre-
diction can be implemented by checking that the fol-
lowing two equations take the same  value

where si are the computed syndrome bits. The pro-
posed circuit is shown in Fig. 3 for the code with k = 16 
and t = 1. For syndrome computation, the input code 
space is only a subset of the possible 2k+2tm input 
configurations as only up to t errors are considered. 
This subset is given by the valid OLS codewords and 
the non-valid OLS code words that are at a Hamming 
distance of t or less from a valid codeword. Those cor-
respond to the input configurations in which there are 
no errors or at most t errors on the di inputs such that 
the errors can be corrected. 
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the checker provides the output codes 01 or 10. Also, if 
a fault occurs in the checker, the outputs are 01 or 10. 
This guarantees the self-checking property of the par-
ity checker. The proposed encoder is illustrated in Fig. 
2 for the code with k = 16 and t = 1.

 The proposed circuit can detect any error that affects 
an odd number of ci bits. For a general code, in most 
cases there is logic sharing among the computations of 
the ci bits. This means that an error may propagate to 
more than one ci bit, and if the number of bits affected 
is even, then the error is not detected by the proposed 
scheme. To avoid this issue, the computation of each 
ci bit can be done separately. This, however, increases 
the circuit area of the encoder as no logic sharing is al-
lowed. Another option is to control the logic in such a 
way that errors can only propagate to an odd number 
of outputs. This would also increase the cost compared 
to an unrestricted implementation. Additionally, even 
if the error propagates to an odd number of outputs, 
the delay of each path can be different. This may cause 
registering of only some of the output errors at the 
clock edge.

This property is related to the assumption that the inter-
val between the occurrences of two faults is enough to 
permit to all the elements belonging to the input code 
space to appear as circuit inputs before the occurrence 
of the second fault. Thus, an output belonging to the 
output error space appears at the circuit output be-
fore the occurrence of the second fault.The technique 
that we propose is based on the use of parity predic-
tion, which is one of the techniques commonly used to 
detect error in general logic circuits. In our case, the 
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of the OLS codes. For the encoder, it is proposed that 
the parity of the computed check bits (ci ) is compared 
against the parity of all the check equations. The par-
ity of all the check equations is simply the equation 
obtained by computing the parity of the columns in G. 
For OLS codes, since each column in G has exactly 2t 
ones, the null equation is obtained (see, for example, 
Fig. 1). Therefore, the concurrent error detection (CED) 
scheme is simply to check.

This enables an efficient implementation that is not 
possible in other codes. For example, in a Hamming 
code a significant part of the columns in G has an odd 
weight and for some codes the number is even larger 
as they are designed to have odd weights [23]. The in-
put code space of the OLS encoder corresponds to the 
input space, since the encoder can receive all the pos-
sible 2 input configurations. The output code space of 
the OLS encoder is composed by the outputs satisfying 
(4), while the output error space is the complement of 
the output code space.

A fault that occurs in one of the gates composing the 
OLS encoder can change at most one of the ci check 
bits. When this change occurs, the OLS encoder pro-
vides an output that does not satisfy (4), i.e., an out-
put belonging to the output error space. Hence, this 
guarantees the fault-secure property for this circuit. 
Additionally, since the encoder is composed only by 
XOR gates, no logic masking is performed in the circuit. 
Therefore, when a fault is activated the error is propa-
gated to the output. This ensures the self-testing prop-
erty of the circuit. In order to check if the output of the 
OLS encoder belongs to the output code space or the 
output error space, a self-checking implementation of 
a parity checker is used. The checker controls the par-
ity of its inputs and is realized with a repetition code.
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The output code space of the OLS syndrome computa-
tion is composed by the outputs given by (5) and (6) 
satisfying r1 = r2, while the output error space is the 
complement of the output code space. The fault-se-
cure property for the syndrome computation is easily 
demonstrated for the faults in F by observing that the 
circuits that compute r1 and r2 do not share any gate 
and both circuits are only composed of XOR gates. 
Therefore, a single fault could propagate to only one 
of the outputs, producing an output on the output er-
ror space. To prove the self-testing property for the 
syndrome computation, suppose that a fault occurs in 
one of the gates computing (5). If the input configura-
tion is a valid OLS codeword, all the syndrome bits are 
0, detecting all stuck-at-1 faults in the XOR gates com-
puting (5). Instead, if the input is a non-OLS codeword 
that is affected by a t or less errors, some syndrome 
bits are 1, allowing the detection of a stuck-at-0 faults 
in the XOR gates computing (5). Finally, suppose that 
a fault occurs in one of the gates computing (6). Since 
any combination of the 2tm check bits is allowed, any 
fault can be activated and the error propagated to the 
output r2.

For OLS codes, as discussed in the previous section a 
pair of data bits shares at most one parity check. This 
guarantees that there is no logic sharing among the 
computation of the ci bits. Therefore, the proposed 
technique detects all errors that affect a single circuit 
node.For the syndrome computation, the parity pre-
diction can be implemented by checking that the fol-
lowing two equations take the same  value

where si are the computed syndrome bits. The pro-
posed circuit is shown in Fig. 3 for the code with k = 16 
and t = 1. For syndrome computation, the input code 
space is only a subset of the possible 2k+2tm input 
configurations as only up to t errors are considered. 
This subset is given by the valid OLS codewords and 
the non-valid OLS code words that are at a Hamming 
distance of t or less from a valid codeword. Those cor-
respond to the input configurations in which there are 
no errors or at most t errors on the di inputs such that 
the errors can be corrected. 

SIMULATION RESULTS:

In this diagram, the erroneous data has been compiled and the syndrome has been computed in such a way that 
the values of  R1,R2 are unequal for some of the data inputs which gives conclusion that the syndrome would gives 
the wrong notation when the data is mismatched or erroneous one.
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In this diagram, the syndrome has been computed for the error less data and hence the values of R1,R2 are always 
equal in nature by which we can conclude that the data has not been corrupted or the data is of error free one. 

This diagram illustrates the syndrome computation for same data with different computational data by which 
we get the error notation. Here orange lines indicate us the values of r1, r2 from which we can conclude the error 
detection.
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RTL Schematic Diagram

Technology Schematic Diagram
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Conclusion:

In this brief, a CED technique for OLS codes encoders 
and syndrome computation was proposed. The pro-
posed technique took advantage of the properties of 
OLS codes to design a parity prediction scheme that 
could be efficiently implemented and detects all errors 
that affect a single circuit node. The technique was 
evaluated for different word sizes, which showed that 
for large words the overhead is small. This is interest-
ing as large word sizes are used, for example, in caches 
for which OLS codes have been recently proposed. The 
proposed error checking scheme required a significant 
delay; however, its impact on access time could be min-
imized. This was achieved by performing the checking 
in parallel with the writing of the data in the case of the 
encoder and in parallel with the majority voting and er-
ror correction in the case of the decoder.
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At the most basic level, ping is a type of network moni-
toring tool. Other commercial software packages may 
include a network monitoring system that is designed 
to monitor an entire business or enterprise network.
Some applications are used to monitor traffic on your 
network, such as VoIP monitoring, video stream moni-
toring, mail server (POP3 server) monitoring, and 
others. While an intrusion detection system monitors 
a network for threats from the outside, a network 
monitoring system monitors the network for prob-
lems caused by overloaded and/or crashed servers, 
network connections or other devices. For example, to 
determine the status of a webserver, monitoring soft-
ware may periodically send an HTTP request to fetch a 
page. For email servers, a test message might be sent 
through SMTP and retrieved by IMAP or POP3. 

Status request failures - such as when a connection 
cannot be established, it times-out, or the document 
or message cannot be retrieved - usually produce an 
action from the monitoring system. These actions vary 
-- an alarm may be sent (via SMS, email, etc.) to the resi-
dent sysadmin, automatic failover systems may be ac-
tivated to remove the troubled server from duty until 
it can be repaired, etc. Monitoring the performance of 
a network uplink is also known as network traffic mea-
surement, and more software is listed there.Route an-
alytics is another important area of network measure-
ment. It includes the methods, systems, algorithms 
and tools to monitor the routing posture of networks. 
Incorrect routing or routing issues cause undesirable 
performance degradation or downtime. Website moni-
toring service can check HTTP pages, HTTPS, SNMP, 
FTP, SMTP, POP3, IMAP, DNS, SSH, TELNET, SSL, TCP, 
ICMP, SIP, UDP, Media Streaming and a range of other 
ports with a variety of check intervals ranging from ev-
ery four hours to every one minute. Typically, most net-
work monitoring services test your server anywhere 
between once-per-hour to once-per-minute.

Abstract: 

Network monitoring is the use of a system that con-
stantly monitors a computer network for slow or failing 
components and that notifies the network administra-
tor (via email, SMS or other alarms) in case of outages. It 
is part of network management. Commonly measured 
metrics are response time, availability and uptime, al-
though both consistency and reliability metrics are 
starting to gain popularity. The widespread addition of 
WAN optimization devices is having an adverse effect 
on most network monitoring tools -- especially when 
it comes to measuring accurate end-to-end response 
time because they limit round trip visibility. Network 
tomography is an important area of network measure-
ment, which deals with monitoring the health of vari-
ous links in a network using end-to-end probes sent by 
agents located at vantage points in the network/Inter-
net. In this paper we examine and implement an Au-
tomatic Test Packet Generation (ATPG) method. This 
approach gets router configurations and generates a 
device-independent model. ATPG generate a few set 
of test packets to find every link in the network. Test 
packets are forwarded frequently and it detect failures 
to localize the fault. ATPG can detect both functional 
and performance (throughput, latency) problems.

Keyword: Automatic Test packet, Ping, Network, 
Performance.

Introduction:

In network management terms, network monitoring is 
the phrase used to describe a system that continuously 
monitors a network and notifies a network administra-
tor though messaging systems (usually e-mail) when a 
device fails or an outage occurs. Network monitoring 
is usually performed through the use of software ap-
plications and tools.
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Switch:
Another term used in geometric model of header space 
analysis is switches. It is the job of switch transfer Func-
tion T, to model devices in a network. Example of de-
vices can be switches or routers. There is a set of for-
warding rules contained in each device, which decides 
how the packets should be processed. When a packet 
comes at a switch, a switch transfer function comp-
eres it with each rule in descending order of priority. 
If packet does not match withany of the rule then it is 
dropped. Each incoming packet is coupled with exactly 
single rule.

Rules:
Piece of work for rules is generation of list of one or 
more output packets associated with those output 
ports to which the packet is transferred, and explain 
how fields of port are modified. In other words, rules 
explains how the region of header space at entrance in 
changed into region of header space at exit.

Rule History:
At any moment, every packet has its own rule history, 
which can be described as ordered list of rules packet 
have matched up to that point as it covers the net-
work. Rule history provides necessary and important 
unprocessed material for automatic test packet gener-
ation (ATPG). That is the reason why it is fundamental 
to ATPG.

Topology:
The network topology is modeled by topology trans-
fer function. The topology transfer function gives the 
specification about which two ports are joined by links. 
Links are nothing but rules that forwards a packet from 
source to destination with no modification. If there is 
not a single topology rule matching an input port, the 
port is situated at edge of a network and packet has 
come to its desired destination.

Life of a Packet:
One can see life of a packet as carrying out or execut-
ing switch transfer function and topology transfer 
function at length. When a particular packet comes 
in a network port p, firstly a switch function is applied 
to that packet. Switch transfer function also contains 
input port pk.p of that packet. The result of applying 
switch function is list of new packets [pk1, pk2, pk3,].

Monitoring an internet server means that the server 
owner always knows if one or all of his services go 
down. Server monitoring may be internal, i.e. web 
server software checks its status and notifies the own-
er if some services go down, and external, i.e. some 
web server monitoring companies check the services 
status with a certain frequency. Server monitoring can 
encompass a check of system metrics, such as CPU us-
age, memory usage, network performance and disk 
space. It can also include application monitoring, such 
as checking the processes of programs such as Apache, 
MySQL, Nginx, Postgres and others.External monitor-
ing is more reliable, as it keeps on working when the 
server completely goes down. Good server monitoring 
tools also have performance benchmarking, alerting 
capabilities and the ability to link certain thresholds 
with automated server jobs such as provisioning more 
memory or performing a backup.

Network monitoring services usually have a number 
of servers around the globe - for example in America, 
Europe, Asia, Australia and other locations. By hav-
ing multiple servers in different geographic locations, 
a monitoring service can determine if a Web server is 
available across different networks worldwide. The 
more the locations used, the more complete is the pic-
ture on network availability. When monitoring a web 
server for potential problems, an external web moni-
toring service checks a number of parameters. First of 
all, it monitors for a proper HTTP return code. By HTTP 
specifications RFC 2616, any web server returns several 
HTTP codes. Analysis of the HTTP codes is the fastest 
way to determine the current status of the monitored 
web server. Third-party application performance moni-
toring tools provide additional web server monitoring, 
alerting and reporting capabilities.

NETWORK DESIGN and Key Terminology:
As mentioned in the last section, the automatic test 
packet generation (ATPG) system makes use of geo-
metric model of header space analysis. This section ex-
plains some of the key terms associated with geomet-
ric framework of header space analysis.

Packet:
Packet in a network can be described as a tuple of the 
form (port, header) in such a way that, it is the job of 
port to show position of packet in a network at instan-
taneous time. Each one of the port is allotted with one 
and only one unique number.
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ation algorithm to isolate faulty devices and rules. »

PROPOSED SYSTEM:

Automatic Test Packet Generation (ATPG) frame- »
work that automatically generates a minimal set of 
packets to test the liveness of the underlying topology 
and the congruence between data plane state and con-
figuration specifications. The tool can also automati-
cally generate packets to test performance assertions 
such as packet latency.

It can also be specialized to generate a minimal set  »
of packets that merely test every link for network live-
ness.

ADVANTAGES OF PROPOSED SYSTEM:

A survey of network operators revealing common  »
failures and root causes.

A test packet generation algorithm. »
A fault localiz »
ATPG use cases for functional and performance test- »

ing.
Evaluation of a prototype ATPG system using rule  »

sets collected from the Stanford and Internet2 back-
bones.

If the packet reached its destination it is recorded, 
and if that is not the case, topology transfer function 
is used to call upon switch function of new port. This 
process is done again and again unless packet is at its 
destination.

EXISTING SYSTEM:

Testing liveness of a network is a fundamental prob- »
lem for ISPs and large data center operators. Sending 
probes between every pair of edge ports is neither ex-
haustive nor scalable . It suffices to find a minimal set of 
end-to-end packets that traverse each link. However, 
doing this requires a way of abstracting across device 
specific configuration files, generating headers and the 
links they reach, and finally determining a minimum set 
of test packets  (Min-Set-Cover). 

To check enforcing consistency between policy and  »
the configuration.

DISADVANTAGES OF EXISTING SYSTEM:

Not designed to identify liveness failures, bugs rout- »
er hardware or software, or performance problems.

The two most common causes of network failure are  »
hardware failures and software bugs, and that prob-
lems manifest themselves both as reachability failures 
and throughput/latency degradation.


