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INTRODUCTION:

Classification of packet is an important function pro-
viding value-added services in Internet routers. Multi 
match classification notion is fetching an important re-
search item because of rising need for network protec-
tion, for instance network intrusion detection systems 
and worm detection. Usage of a high bandwidth and a 
tiny on-chip memory whereas rule database for packet 
classification resides in slower as well as superior ca-
pacity offchip memory by appropriate partitioning is 
enviable. 

The amount of memory necessary to accumulate pack-
et classification table must be considered. Performance 
metrics in support of packet classification algorithms 
mainly comprise processing speed, while packet classi-
fication has to be carried out in wire-speed for each in-
coming packet. Processing speed is assessed by means 
of number of off-chip memory accesses necessary to 
find out class of a packet since it is the slowest proce-
dure in packet classification. 

Our study analyzes a variety of decision-tree-based 
packet classification algorithms. Previous decision tree 
algorithms for instance HiCuts as well as Hyper Cuts se-
lect field as well as number of cuts based on a nearby 
optimized decision, which compromises search speed 
as well as memory prerequisite. T

his procedure requires a reasonable amount of pre-
processing, which involves complex heuristics associ-
ated to each given rule set . If a decision tree is appro-
priately partitioned with the intention that the internal 
tree nodes are accumulated in an on-chip memory 
and a huge rule database is accumulated in an off-chip 
memory, decision tree algorithm can make available 
extremely high-speed search performance.
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Rule sets are generally composed of five fields. The first 
two fields are related to source and destination prefix-
es and require prefix match operation. The next two 
fields are related to source and destination port ranges 
(or numbers), which require range match. The last field 
is related to protocol type and requires an exact match 
to determine the number of cuts for the chosen field. 

The binth is a predetermined number of rules included 
in the leaf nodes of the decision tree for a linear search. 
For simplicity, considering a two-dimensional (2-D) 
plane composed of the first two prefix fields, a rule can 
be represented by an area.  the areas that each rule 
covers in a prefix plane for a given 2-D example rule 
set. As shown, a rule with ) lengths in and fields covers 
the area of , where is the maximum length of the field 
( W is 32 in IPv4).

EXISTING SYSTEM:

Our study analyzed various decision-tree-based packet 
classification algorithms. If a decision tree is properly 
partitioned so that the internal tree nodes are stored in 
an on-chip memory and a large rule database is stored 
in an off-chip memory, the decision tree algorithm can 
provide very high-speed search performance. More-
over, decision tree algorithms naturally enable both 
the highest-priority match and the multimatch packet 
classification. Earlier decision tree algorithms such as 
HiCuts and HyperCuts select the field and number of 
cuts based on a locally optimized decision, which com-
promises the search speed and the memory require-
ment. This process requires a fair amount of prepro-
cessing, which involves complicated heuristics related 
to each given rule set. 

DISADVANTAGES:

1.The computation required for the pre-processing con-
sumes much memory and construction time, making it 
difficult.

2.Algorithms to be extended to large rule sets because 
of memory problems in building the decision trees.

3.The cutting is based on a fixed interval, which does 
not consider the actual space that each rule covers; 
hence it is ineffective.

Decision tree algorithms obviously facilitate highest-
priority match and multi-match packet classification. 
Innovative network applications have in recent times 
demanded a multi-match packet classification in which 
the entire matching results along with highest-priority 
matching rule have to be returned. It is essential to dis-
cover competent algorithms to resolve classification 
problems. In our work a novel system of packet clas-
sification on basis of boundary cutting was put forward 
which finds out space that each rule performs cutting 
consistent with space boundary.New proficient packet 
classification algorithm by means of boundary cutting 
is projected which finds out space that each rule per-
forms cutting consistent with space boundary. Hence, 
cutting in projected algorithm is deterministic to a cer-
tain extent than involving difficult heuristics, and it is 
more effectual in providing enhanced search perfor-
mance and more competent in memory requirement. 

HiCuts and HyperCuts algorithms carry out cutting 
based on a fixed interval, and hence partitioning is 
unsuccessful in dropping the number of rules that 
belong to a subspace. In our work we put forward a 
deterministic cutting algorithm on basis of each rule 
boundary, named as boundary cutting (BC) algorithm. 
When the cutting of a prefix plane consistent with rule 
boundaries is carried out, starting and ending boundar-
ies of each rule are used for cutting, however cutting 
by either is enough as decision tree algorithms usually 
search for a subspace in which an input packet belong 
and headers of specified input are evaluated for entire 
fields to rules belonging to subspace. The cuts at each 
internal node of boundary cutting decision tree do not 
contain permanent intervals. Consequently, at each in-
ternal node of tree, a binary search is necessary to find 
out proper edge to follow for a specified input. 

OVERVIEW OF EARLIER DECISION TREE AL-
GORITHMS:

Packet classification can be formally defined as fol-
lows : Packet P matches rule Rk , for k=1......N , if all the 
header fields  Fd, for d=1....d, of the packet match the 
corresponding fields in Rk , where  N is the number of 
rules and D is the number of fields. If a packet match-
es multiple rules, the rule with the highest priority is 
returned for a single-best-match packet classification 
problem and the list of matching rules is returned for 
the multimatch packet classification problem.
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The header 000110 is compared to the middle entry 
of the root node, which is 010000. Since the input is 
smaller, the search proceeds to the smaller half and 
compares the input to the entry 000100. Since the in-
put is larger, the child pointer (the second edge) is re-
membered, and the search proceeds to a larger half. 
The input is compared to 001000, and it is found to be 
smaller, but there is no entry to proceed in a smaller 
half. Hence, the search follows the remembered point-
er, the second edge. At the second level, by performing 
a binary search, the last edge is selected for the header 
111100. The linear search,which is the same as that in 
the HiCuts or HyperCuts algorithm, is performed for 
rules stored in the leaf node.

Selective Boundary Cutting:

In this module we propose a refined structure for the 
BC algorithm. The decision tree algorithms includ-
ing the BC algorithm use binth to determine whether 
a subspace should become an internal node or a leaf 
node. In other words, if the number of rules included 
in a subspace is more than binth, the subspace be-
comes an internal node; otherwise, it becomes a leaf 
node. In the BC algorithm, if a subspace becomes an 
internal node, every starting boundary of the rules in-
cluded in the subspace is used for cutting. We propose 
a refined structure using the binth to select or unse-
lect the boundary of a rule at an internal node. In other 
words, the refined structure activates a rule boundary 
only when the number of rules included in a partition 
exceeds the binth.

Data Structure:

There are two different ways of storing rules in deci-
sion tree algorithms. The first way separates a rule ta-
ble from a decision tree. In this case, each rule is stored 
only once in the rule table, while each leaf node of a 
decision tree has pointers to the rule table for the rules 
included in the leaf. The number of rule pointers that 
each leaf must hold equals the binth. In searching for 
the best matching rule for a given packet or the list of 
all matching rules, after a leaf node in the decision tree 
is reached and the number of rules included in the leaf 
is identified, extra memory accesses are required to ac-
cess the rule table. The other way involves storing rules 
within leaf nodes..

PROPOSED SYSTEM:

In this paper, we propose a new efficient packet »»
classification algorithm based on boundary cutting. 
Cutting in the proposed algorithm is based on the dis-
joint space covered by each rule. 

Hence, the packet classification table using the pro-»»
posed algorithm is deterministically built and does not 
require the complicated heuristics used by earlier deci-
sion tree algorithms.

ADVANTAGES OF PROPOSED SYSTEM:

1.The boundary cutting of the proposed algorithm is 
more effective than that of earlier algorithms since it 
is based on rule boundaries rather than fixed intervals. 
Hence, the amount of required memory is significantly 
reduced.  

2.Although BC loses the indexing ability at internal 
nodes, the binary search at internal nodes provides 
good search performance

IMPLEMENTATION:
Building a BC Decision Tree:

When the cutting of a prefix plane according to rule 
boundaries is performed, both the starting and the 
ending boundaries of each rule can be used for cutting, 
but cutting by either is sufficient since decision tree al-
gorithms generally search for a subspace in which an 
input packet belongs and the headers of the given in-
put are compared for entire fields to the rules belong-
ing to the subspace (represented by a leaf node of the 
decision tree).

Searching in the Boundary Cutting:

The cuts at each internal node of the BC decision tree 
do not have fixed intervals. Hence, at each internal 
node of the tree, a binary search is required to deter-
mine the proper edge to follow for a given input.Dur-
ing the binary search, the pointer to the child node is 
remembered when the input matches the entry value 
or when the input is larger than the entry value.Con-
sider an input packet with headers (000110, 111100, 19, 
23, TCP), for example; since is used at the root node, 
a binary search using the header of the given input is 
performed.
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Rule sets are generally composed of five fields. The first 
two fields are related to source and destination prefix-
es and require prefix match operation. The next two 
fields are related to source and destination port ranges 
(or numbers), which require range match. The last field 
is related to protocol type and requires an exact match 
to determine the number of cuts for the chosen field. 

The binth is a predetermined number of rules included 
in the leaf nodes of the decision tree for a linear search. 
For simplicity, considering a two-dimensional (2-D) 
plane composed of the first two prefix fields, a rule can 
be represented by an area.  the areas that each rule 
covers in a prefix plane for a given 2-D example rule 
set. As shown, a rule with ) lengths in and fields covers 
the area of , where is the maximum length of the field 
( W is 32 in IPv4).

EXISTING SYSTEM:

Our study analyzed various decision-tree-based packet 
classification algorithms. If a decision tree is properly 
partitioned so that the internal tree nodes are stored in 
an on-chip memory and a large rule database is stored 
in an off-chip memory, the decision tree algorithm can 
provide very high-speed search performance. More-
over, decision tree algorithms naturally enable both 
the highest-priority match and the multimatch packet 
classification. Earlier decision tree algorithms such as 
HiCuts and HyperCuts select the field and number of 
cuts based on a locally optimized decision, which com-
promises the search speed and the memory require-
ment. This process requires a fair amount of prepro-
cessing, which involves complicated heuristics related 
to each given rule set. 

DISADVANTAGES:

1.The computation required for the pre-processing con-
sumes much memory and construction time, making it 
difficult.

2.Algorithms to be extended to large rule sets because 
of memory problems in building the decision trees.

3.The cutting is based on a fixed interval, which does 
not consider the actual space that each rule covers; 
hence it is ineffective.

Decision tree algorithms obviously facilitate highest-
priority match and multi-match packet classification. 
Innovative network applications have in recent times 
demanded a multi-match packet classification in which 
the entire matching results along with highest-priority 
matching rule have to be returned. It is essential to dis-
cover competent algorithms to resolve classification 
problems. In our work a novel system of packet clas-
sification on basis of boundary cutting was put forward 
which finds out space that each rule performs cutting 
consistent with space boundary.New proficient packet 
classification algorithm by means of boundary cutting 
is projected which finds out space that each rule per-
forms cutting consistent with space boundary. Hence, 
cutting in projected algorithm is deterministic to a cer-
tain extent than involving difficult heuristics, and it is 
more effectual in providing enhanced search perfor-
mance and more competent in memory requirement. 

HiCuts and HyperCuts algorithms carry out cutting 
based on a fixed interval, and hence partitioning is 
unsuccessful in dropping the number of rules that 
belong to a subspace. In our work we put forward a 
deterministic cutting algorithm on basis of each rule 
boundary, named as boundary cutting (BC) algorithm. 
When the cutting of a prefix plane consistent with rule 
boundaries is carried out, starting and ending boundar-
ies of each rule are used for cutting, however cutting 
by either is enough as decision tree algorithms usually 
search for a subspace in which an input packet belong 
and headers of specified input are evaluated for entire 
fields to rules belonging to subspace. The cuts at each 
internal node of boundary cutting decision tree do not 
contain permanent intervals. Consequently, at each in-
ternal node of tree, a binary search is necessary to find 
out proper edge to follow for a specified input. 

OVERVIEW OF EARLIER DECISION TREE AL-
GORITHMS:

Packet classification can be formally defined as fol-
lows : Packet P matches rule Rk , for k=1......N , if all the 
header fields  Fd, for d=1....d, of the packet match the 
corresponding fields in Rk , where  N is the number of 
rules and D is the number of fields. If a packet match-
es multiple rules, the rule with the highest priority is 
returned for a single-best-match packet classification 
problem and the list of matching rules is returned for 
the multimatch packet classification problem.
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The header 000110 is compared to the middle entry 
of the root node, which is 010000. Since the input is 
smaller, the search proceeds to the smaller half and 
compares the input to the entry 000100. Since the in-
put is larger, the child pointer (the second edge) is re-
membered, and the search proceeds to a larger half. 
The input is compared to 001000, and it is found to be 
smaller, but there is no entry to proceed in a smaller 
half. Hence, the search follows the remembered point-
er, the second edge. At the second level, by performing 
a binary search, the last edge is selected for the header 
111100. The linear search,which is the same as that in 
the HiCuts or HyperCuts algorithm, is performed for 
rules stored in the leaf node.

Selective Boundary Cutting:

In this module we propose a refined structure for the 
BC algorithm. The decision tree algorithms includ-
ing the BC algorithm use binth to determine whether 
a subspace should become an internal node or a leaf 
node. In other words, if the number of rules included 
in a subspace is more than binth, the subspace be-
comes an internal node; otherwise, it becomes a leaf 
node. In the BC algorithm, if a subspace becomes an 
internal node, every starting boundary of the rules in-
cluded in the subspace is used for cutting. We propose 
a refined structure using the binth to select or unse-
lect the boundary of a rule at an internal node. In other 
words, the refined structure activates a rule boundary 
only when the number of rules included in a partition 
exceeds the binth.

Data Structure:

There are two different ways of storing rules in deci-
sion tree algorithms. The first way separates a rule ta-
ble from a decision tree. In this case, each rule is stored 
only once in the rule table, while each leaf node of a 
decision tree has pointers to the rule table for the rules 
included in the leaf. The number of rule pointers that 
each leaf must hold equals the binth. In searching for 
the best matching rule for a given packet or the list of 
all matching rules, after a leaf node in the decision tree 
is reached and the number of rules included in the leaf 
is identified, extra memory accesses are required to ac-
cess the rule table. The other way involves storing rules 
within leaf nodes..

PROPOSED SYSTEM:

In this paper, we propose a new efficient packet »»
classification algorithm based on boundary cutting. 
Cutting in the proposed algorithm is based on the dis-
joint space covered by each rule. 

Hence, the packet classification table using the pro-»»
posed algorithm is deterministically built and does not 
require the complicated heuristics used by earlier deci-
sion tree algorithms.

ADVANTAGES OF PROPOSED SYSTEM:

1.The boundary cutting of the proposed algorithm is 
more effective than that of earlier algorithms since it 
is based on rule boundaries rather than fixed intervals. 
Hence, the amount of required memory is significantly 
reduced.  

2.Although BC loses the indexing ability at internal 
nodes, the binary search at internal nodes provides 
good search performance

IMPLEMENTATION:
Building a BC Decision Tree:

When the cutting of a prefix plane according to rule 
boundaries is performed, both the starting and the 
ending boundaries of each rule can be used for cutting, 
but cutting by either is sufficient since decision tree al-
gorithms generally search for a subspace in which an 
input packet belongs and the headers of the given in-
put are compared for entire fields to the rules belong-
ing to the subspace (represented by a leaf node of the 
decision tree).

Searching in the Boundary Cutting:

The cuts at each internal node of the BC decision tree 
do not have fixed intervals. Hence, at each internal 
node of the tree, a binary search is required to deter-
mine the proper edge to follow for a given input.Dur-
ing the binary search, the pointer to the child node is 
remembered when the input matches the entry value 
or when the input is larger than the entry value.Con-
sider an input packet with headers (000110, 111100, 19, 
23, TCP), for example; since is used at the root node, 
a binary search using the header of the given input is 
performed.
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Rule sets are generally composed of five fields. The 
first two fields are related to source and destination 
prefixes and require prefix match operation. The next 
two fields are related to source and destination port 
ranges (or numbers), which require range match. The 
last field is related to protocol type and requires an 
exact match to determine the number of cuts for the 
chosen field. The binth is a predetermined number of 
rules included in the leaf nodes of the decision tree for 
a linear search.

HiCuts :

Each rule defines a five-dimensional hypercube in a five-
dimensional space, and each packet header defines a 
point in the space. The HiCuts algorithm [8] recursively 
cuts the space into subspaces using one dimension per 
step. Each subspace ends up with fewer overlapped 
rule hypercubes that allow for a linear search. In the 
construction of a decision tree of the HiCuts algorithm, 
a large number of cuts consumes more storage, and 
a small number of cuts causes slower search perfor-
mance. It is challenging to balance the storage require-
ment and the search speed. The HiCuts algorithm uses 
two parameters, a space factor (spfac) and a thresh-
old (binth), in tuning the heuristics, which trade off 
the depth of the decision tree against the memory 
amount.

Fig:-HiCuts algorithm.
 

For simplicity, considering a two-dimensional (2-D) 
plane composed of the first two prefix fields, a rule can 
be represented by an area.  the areas that each rule 
covers in a prefix plane for a given 2-D example rule 
set. As shown, a rule with (i,j) lengths F1 in F2 and fields 
covers the area of  2(w-i) * 2(w-j), where  W is the maxi-
mum length of the field ( W is 32 in IPv4).

HyperCuts:
While the HiCuts algorithm only considers one field at a 
time for selecting cut dimension, the HyperCuts

In this case, search performance is better since extra 
access to the rule table is avoided, but extra memory 
overhead is caused due to rule replication. In our simu-
lation in this paper, it is assumed that rules are stored 
in leaf nodes since the search performance is more im-
portant than the required memory.

RELATED WORK:

Packet classification is the core mechanism that en-
ables many networking services on the Internet such 
as firewall packet filtering and traffic accounting. Us-
ing ternary content addressable memories (TCAMs) 
to perform high-speed packet classification has be-
come the de facto standard in industry. TCAMs classify 
packets in constant time by comparing a packet with 
all classification rules of ternary encoding in parallel. 
Despite their high speed, TCAMs suffer from the well-
known range expansion problem. As packet classifica-
tion rules usually have fields specified as ranges, con-
verting such rules to TCAM-compatible rules may result 
in an explosive increase in the number of rules. This is 
not a problem if TCAMs have large capacities. Unfor-
tunately, TCAMs have very limited capacity, and more 
rules mean more power consumption and more heat 
generation for TCAMs. 

Even worse, the number of rules in packet classifiers 
has been increasing rapidly with the growing number 
of services deployed on the Internet. In this paper, we 
consider the following problem: given a packet classi-
fier, how can we generate another semantically equiv-
alent packet classifier that requires the least number of 
TCAM entries? In this paper, we propose a systematic 
approach, the TCAM Razor, that is effective, efficient, 
and practical. TCAMs impose a high cost on cooling  sys-
tems. TCAMs also cost about 30 * more per bit of stor-
age than double-data-rate SRAMs. Moreover, for an 
-bit port range field, it may require 2(L-1) TCAM entries, 
making the exploration of algorithmic alternatives nec-
essary.Packet classification can be formally defined as 
follows : Packet P matches rule Rk , for k=1......N , if all 
the header fields  Fd, for d=1....d, of the packet match 
the corresponding fields in Rk , where  N is the number 
of rules and D is the number of fields. If a packet match-
es multiple rules, the rule with the highest priority is 
returned for a single-best-match packet classification 
problem and the list of matching rules is returned for 
the multimatch packet classification problem.

                   Volume No: 2 (2015), Issue No: 7 (July)                                                                                                                           July 2015
                                                                                   www.ijmetmr.com                                                                                                                                                        Page 1334

International Journal & Magazine of Engineering, 
Technology, Management and Research

A Peer Reviewed Open Access International Journal   

Decision Tree Characteristics:

In the second step, we constructed decision trees of BC, 
SBC, HiCuts, and HyperCuts algorithms setting binth as 
the identi- fied lower bound value. Cutting is recursively 
performed and stopped if the number of rules included 
in a subspace is less than or equal to the lower bound 
binth. The performances of the HiCuts and HyperCuts 
algorithms depend on spfac as well.A decision tree is 
built without performing the optimization, and hence 
each leaf node has a number of rules less than or equal 
to binth. From the bottom of the tree, each subtree 
is examined to find common rules in every child, and 
those rules are pushed upward into the root of the sub-
tree. This processing is repeated until the root of the 
decision tree is visited. In this case, the total number of 
rules located at internal nodes along a path from the 
root to a leaf node is guaranteed to be at most binth. 
Hence, the search performance is not degraded much 
by the optimization, but the rule replication becomes 
significant. 

According to that clusters, classification is done to 
check whether that packet is normal or attack. Bound-
ary cutting algorithm provides high accuracy than 
clustering as it perform cutting according to the space 
boundary.

algorithm considers multiple fields at a time. For the 
same example set, the decision tree of the HyperCut-
salgorithm . The spfac and binth are set as 1.5 and 3, 
respectively. As shown at the root node, the and fields 
are used simultaneously for cutting. Note that each 
edge of the root node represents the F1 and F2 bit com-
bination of 00, 10, 01, and 11, respectively, which is one 
bit in the first field followed by one bit in the second 
field.

Fig:-hypercuts

CONCLUSIONS:

In this paper, two approaches are given: Clustering and 
Boundary Cutting Algorithm. In testing phase, dataset 
is divided into clusters based on similarity. 
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Rule sets are generally composed of five fields. The 
first two fields are related to source and destination 
prefixes and require prefix match operation. The next 
two fields are related to source and destination port 
ranges (or numbers), which require range match. The 
last field is related to protocol type and requires an 
exact match to determine the number of cuts for the 
chosen field. The binth is a predetermined number of 
rules included in the leaf nodes of the decision tree for 
a linear search.

HiCuts :

Each rule defines a five-dimensional hypercube in a five-
dimensional space, and each packet header defines a 
point in the space. The HiCuts algorithm [8] recursively 
cuts the space into subspaces using one dimension per 
step. Each subspace ends up with fewer overlapped 
rule hypercubes that allow for a linear search. In the 
construction of a decision tree of the HiCuts algorithm, 
a large number of cuts consumes more storage, and 
a small number of cuts causes slower search perfor-
mance. It is challenging to balance the storage require-
ment and the search speed. The HiCuts algorithm uses 
two parameters, a space factor (spfac) and a thresh-
old (binth), in tuning the heuristics, which trade off 
the depth of the decision tree against the memory 
amount.

Fig:-HiCuts algorithm.
 

For simplicity, considering a two-dimensional (2-D) 
plane composed of the first two prefix fields, a rule can 
be represented by an area.  the areas that each rule 
covers in a prefix plane for a given 2-D example rule 
set. As shown, a rule with (i,j) lengths F1 in F2 and fields 
covers the area of  2(w-i) * 2(w-j), where  W is the maxi-
mum length of the field ( W is 32 in IPv4).

HyperCuts:
While the HiCuts algorithm only considers one field at a 
time for selecting cut dimension, the HyperCuts

In this case, search performance is better since extra 
access to the rule table is avoided, but extra memory 
overhead is caused due to rule replication. In our simu-
lation in this paper, it is assumed that rules are stored 
in leaf nodes since the search performance is more im-
portant than the required memory.

RELATED WORK:

Packet classification is the core mechanism that en-
ables many networking services on the Internet such 
as firewall packet filtering and traffic accounting. Us-
ing ternary content addressable memories (TCAMs) 
to perform high-speed packet classification has be-
come the de facto standard in industry. TCAMs classify 
packets in constant time by comparing a packet with 
all classification rules of ternary encoding in parallel. 
Despite their high speed, TCAMs suffer from the well-
known range expansion problem. As packet classifica-
tion rules usually have fields specified as ranges, con-
verting such rules to TCAM-compatible rules may result 
in an explosive increase in the number of rules. This is 
not a problem if TCAMs have large capacities. Unfor-
tunately, TCAMs have very limited capacity, and more 
rules mean more power consumption and more heat 
generation for TCAMs. 

Even worse, the number of rules in packet classifiers 
has been increasing rapidly with the growing number 
of services deployed on the Internet. In this paper, we 
consider the following problem: given a packet classi-
fier, how can we generate another semantically equiv-
alent packet classifier that requires the least number of 
TCAM entries? In this paper, we propose a systematic 
approach, the TCAM Razor, that is effective, efficient, 
and practical. TCAMs impose a high cost on cooling  sys-
tems. TCAMs also cost about 30 * more per bit of stor-
age than double-data-rate SRAMs. Moreover, for an 
-bit port range field, it may require 2(L-1) TCAM entries, 
making the exploration of algorithmic alternatives nec-
essary.Packet classification can be formally defined as 
follows : Packet P matches rule Rk , for k=1......N , if all 
the header fields  Fd, for d=1....d, of the packet match 
the corresponding fields in Rk , where  N is the number 
of rules and D is the number of fields. If a packet match-
es multiple rules, the rule with the highest priority is 
returned for a single-best-match packet classification 
problem and the list of matching rules is returned for 
the multimatch packet classification problem.
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Decision Tree Characteristics:

In the second step, we constructed decision trees of BC, 
SBC, HiCuts, and HyperCuts algorithms setting binth as 
the identi- fied lower bound value. Cutting is recursively 
performed and stopped if the number of rules included 
in a subspace is less than or equal to the lower bound 
binth. The performances of the HiCuts and HyperCuts 
algorithms depend on spfac as well.A decision tree is 
built without performing the optimization, and hence 
each leaf node has a number of rules less than or equal 
to binth. From the bottom of the tree, each subtree 
is examined to find common rules in every child, and 
those rules are pushed upward into the root of the sub-
tree. This processing is repeated until the root of the 
decision tree is visited. In this case, the total number of 
rules located at internal nodes along a path from the 
root to a leaf node is guaranteed to be at most binth. 
Hence, the search performance is not degraded much 
by the optimization, but the rule replication becomes 
significant. 

According to that clusters, classification is done to 
check whether that packet is normal or attack. Bound-
ary cutting algorithm provides high accuracy than 
clustering as it perform cutting according to the space 
boundary.

algorithm considers multiple fields at a time. For the 
same example set, the decision tree of the HyperCut-
salgorithm . The spfac and binth are set as 1.5 and 3, 
respectively. As shown at the root node, the and fields 
are used simultaneously for cutting. Note that each 
edge of the root node represents the F1 and F2 bit com-
bination of 00, 10, 01, and 11, respectively, which is one 
bit in the first field followed by one bit in the second 
field.

Fig:-hypercuts

CONCLUSIONS:

In this paper, two approaches are given: Clustering and 
Boundary Cutting Algorithm. In testing phase, dataset 
is divided into clusters based on similarity. 

Fig:-DATA STRUCTURES OF INTERNAL NODES IN EACH DECISION TREE

Fig:-CHARACTERISTICS OF RULE SETS IN THE NUMBER AND RATE OF WILDCARDS
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