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Soft errors in electronic memory were first traced to 
alpha particle emissions from chip packaging materi-
als. Since then, memory manufacturers have eliminat-
ed most alpha particle sources from their materials, 
changed their designs to make them less susceptible 
(e.g., moved ball-grid bumps farther away from memo-
ry cells), and even added shielding (usually internal die 
coatings). Tests and standards have been developed 
to measure and improve the resistance of memory 
chips to alpha particles – but soft errors have not dis-
appeared. Further testing, mostly performed by avion-
ics and space organizations, pinpointed a more per-
nicious source of soft errors: cosmic rays. At ground 
level, cosmic radiation is about 95% neutrons and 5% 
protons.These particles can cause soft errors directly; 
they can also interact with atomic nuclei to produce 
troublesome short-range heavy ions. Cosmic rays can-
not be eliminated at their source, and effective shield-
ing would require meters of concrete or rock. 

To eliminate the soft memory errors that are induced by 
cosmic rays, memory manufacturers must either pro-
duce designs that can resist cosmic ray effects or else 
invent mechanisms to detect and correct the errors. 
Over the last decade, and in spite of the increasingly 
complex architectures, and the rapid growth of new 
technologies, the technology scaling has raised soft er-
rors to become one of the major sources for processor 
crashing in many systems in the nano scale era. Soft er-
rors caused by charged particles are dangerous primar-
ily in high atmospheric, where heavy alpha particles are 
available. However, trends in today‘s nanometer tech-
nologies such as aggressive shrinking have made low-
energy particles, which are more superabundant than 
high-energy particles, cause appropriate charge to 
provoke a soft error. Furthermore, there is a prevailing 
prediction that soft errors will become a cause of an 
inadmissible error rate problem in the near future even 
in earthbound applications. Researchers have mainly 
and traditionally focused on mitigating soft errors in 
memory and cache structures, due to their large sizes.

Abstract: 

Continuous shrinking in feature size, increasing power 
density etc, increase the vulnerability of microproces-
sors against soft errors even in terrestrial applications. 
The register file is one of the essential architectural 
components where soft errors can be very mischievous 
because errors may rapidly spread from there through-
out the whole system. Thus, register files are recog-
nized as one of the major concerns when it comes to 
reliability. The paper introduces Self-Immunity, a tech-
nique that improves the integrity of the register file 
with respect to soft errors. Based on the observation 
that a certain number of register bits are not always 
used to represent a value stored in a register. The pa-
per deals with the difficulty to exploit this obvious ob-
servation to enhance the register file integrity against 
soft errors. We show that our technique can reduce the 
vulnerability of the register file considerably while ex-
hibiting smaller overhead in terms of area and power 
consumption compared to state-of-the-art in register 
file protection. For embedded systems under stringent 
cost constraints, where area, performance, power and 
reliability cannot be simply compromised, we propose 
a soft error mitigation technique for register files.
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I.INTROCUTION:

In the early days of computers, glitches were an ac-
cepted way of life. Since then, as computers have be-
come more reliable (and more relied upon), glitches 
are no longer acceptable yet they still occur. One of 
the most intractable sources of glitches has been the 
transient bit-flip, or soft memory error: a random event 
that corrupts the value stored in a memory cell without 
damaging the cell itself.
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The effective FIT rate for a structure is the product of 
its raw circuit FIT rate and the structure‘s vulnerability 
factor, i.e., an estimate of the probability that a circuit 
fault will result in an observable error. The overall FIT 
rate of the chip is calculated by summing the effective 
FIT rates of all the structures on the chip. Current pre-
dictions show that typical raw FIT rate numbers for 
latches and SRAM cells vary between 0.001 -0.01 FIT/
bit at sea level. 

The FIT/bit is projected to remain in this range for the 
next several technology generations, unless micro-
processors aggressively lower the supply voltage to 
reduce the overall power dissipation of chip. The total 
FIT contribution of logic gates today is a negligible frac-
tion of the FIT contribution from latches, so we concern 
ourselves only with faults due to strikes on latches and 
SRAM cells. In the future, if the contribution of logic 
becomes non-negligible, we could incorporate the ef-
fective FIT rate due to a logic block into the FIT rate of 
the latch that it feeds.

B.Vulnerability Factors: 

The effective FIT rate per bit is influenced by several 
vulnerability factors (also known as derating factors 
or soft error sensitivity factors). In general, a vulner-
ability factor indicates the probability that an internal 
fault in a device‘s operation will result in an externally 
visible error. For example, when a level-sensitive latch 
is accepting data rather than holding data, a strike on 
its stored bit may not result in an error, because the 
erroneous stored value will be overridden by the (cor-
rect) input value. If the latch is accepting data 50% of 
the time, this effect results in a timing vulnerability fac-
tor for the latch of 50%. For simplicity, we assume this 
timing vulnerability factor is already incorporated in 
the raw device fault rate. 

The computation of the device fault rate also includes 
some circuit-level vulnerability factors. The architectur-
al vulnerability factor (AVF) expresses the probability 
that a visible system error will occur given a bit flip in 
a storage cell. The AVF can have a significant impact 
on the effective error rate of a processor. Prior stud-
ies with statistical fault injection into RTL models have 
demonstrated AVFs of 1%- 10% for latches and 0% - 100% 
across a range of architectural and micro architectural 
state bits.

Devices are increasingly vulnerable to soft errors as 
their feature sizes shrink. Previously, soft error rates 
were significant primarily in space and high-atmospher-
ic computing. Modern architectures now use features 
so small at sufficiently low voltages that soft errors are 
becoming important even at terrestrial altitudes. Due 
to their large number of components, supercomputers 
are particularly susceptible to soft errors. Since many 
large scale parallel scientific applications use iterative 
linear algebra methods, the soft error vulnerability of 
these methods constitutes a large fraction of the ap-
plications’ overall vulnerability. Many users consider 
these methods invulnerable to most soft errors since 
they converge from an imprecise solution to a precise 
one. However, we show in this paper that iterative 
methods are vulnerable to soft errors, exhibiting both 
silent data corruptions and poor ability to detect er-
rors. 

II. SOFT ERROR BACKGROUND AND TERMI-
NOLOGY:
A.MTBF and FIT

Vendors express an error budget at a reference alti-
tude in terms of Mean Time Between Failures (MTBF). 
Errors are often further classified as undetected or 
detected. The former are typically referred to as silent 
data corruption (SDC); we call the latter detected un-
recoverable errors (DUE). Note that detected recover-
able errors are not errors. For example, for its Power4 
processor-based systems, IBM targets 1000 years sys-
tem MTBF for SDC errors, 25 years system MTBF for 
DUE errors that result in a system crash, and 10 years 
system MTBF for DUE errors that result in an applica-
tion crash. Note that the processor MTBF must be sig-
nificantly higher than the system MTBF, particularly for 
large multiprocessor systems.

Another commonly used unit for error rates is FIT (Er-
ror in Time), which is inversely related to MTBF.One FIT 
specifies one failure in a billion hours. Thus, 1000 years 
MTBF equals 114 FIT (109 / (24×365×1000)). A zero error 
rate corresponds to zero FIT and infinite MTBF. Design-
ers usually work with FIT because FIT is additive, un-
like MTBF. To evaluate whether a chip meets its soft 
error budget possibly via the use of error protection 
and mitigation techniques microprocessor designers 
use sophisticated computer models to compute the 
FIT rate for every device RAM cells, latches, and logic 
gates on the chip.
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In addition to the previous key observation, the con-
tribution of 26-bit register values in the total vulner-
able intervals is much more than the contribution of 
over-26-bit register values. In Figure-1, the fraction of 
vulnerable intervals of each benchmark is reported. As 
is demonstrated, the fraction of vulnerable intervals of  
26- bit values is 93% on average.

 
Fig2. The fraction of vulnerable intervals of “26-bit” 
register values and “over-26-bit” register values in dif-

ferent benchmarks.
A. Problem Description 
1. Goal: 
The goal of our technique is to reduce the register file 
vulnerability with minimum impact on both area and 
power overhead. Let N be the total number of registers 
and V the vulnerability of a register, then the vulner-
ability of the register file is (Σ i=1 Vi). Since the power 
overhead mainly stems from accessing the encoder and 
decoder, it can approximately be modeled through the 
number of accesses. Let M is the number of protected 
register values and A the number of accesses, then the 
total power overhead can be estimated as (Σ i=1 Ai). 
Thus, our goal can be formulated as: 

     

2. Effectiveness of our technique: In a full protection 
scheme, an ECC generation is performed with each write 
operation and similarly ECC checking is performed with 
each read operation. Our technique decides to protect 
the value depending if it is valid for Self-Immunity, then 
it activates the ECC generator to compute the ECC bits. 
Otherwise, the ECC generation is skipped. Similarly, on 
every register read operation, instead of always check-
ing ECC, our technique checks whether the ECC is being 
embedded in the register value, and only if it is, ECC 
checking is performed. As is demonstrated in Fig. 2, on 
average 12% of the data will be stored in the register file 
without protection. As a result, our technique reduces 
M and it may lead to reduce the consumed power. As 
is shown in Fig. 3, when studying 32-bit architectures, 
93% (on average) of the total vulnerable intervals are 
vulnerable intervals of valid register values for our 
technique.

III.PROPOSEDSELF-IMMUNITY TECHNIQUE:

We propose to exploit the register values that do not 
require all of the bits of a register to represent a certain 
value. Then, the upper unused bits of a register can be 
exploited to increase the register‘s immunity by stor-
ing the corresponding SEC Hamming Code without the 
need for extra bits. The Hamming Code is defined by 
k, the number of bits in the original word and p, the 
required number of parity bits (approximately log2k). 
Thus, the code word will be (k + log2k + 1). In our pro-
posed technique, the optimal value of k is the value 
which guarantees that w, the bit-width of the register 
file, can cover both k, the required number of bits to 
represent the value, and the corresponding ECC bits of 
that value. 

In other words, the value and its ECC should be stored 
together within the bit-width of a register. Consequent-
ly, the following condition should be valid (k + log2k + 1 
≤ w). Thus, the optimal value of k is 26 in 32-bit architec-
tures and 57 in 64-bit architectures. For instance, when 
studying 32-bit architectures, where each register can 
represent a 32-bit value, we may exploit the register 
values, which require less than or equal to 26 bits by 
storing the corresponding ECC bits in the upper unused 
six bits of that register to enhance the register file im-
munity against soft errors1. We call this technique Self- 
Immunity and we call such values 26-bit  values. On the 
other hand, we call register values which need more 
than 26 bits to be represented over-26-bit register val-
ues. Figure-1 shows the percentage of register values 
usage for different applications of the MiBench Bench-
mark compiled for MIPS architecture.

 
Fig1: “26-bit” register values and “over-26-bit” regis-

ter values in different benchmarks. 

As it can be noticed, in all benchmarks most of the reg-
ister values are 26-bit values. In other words, the upper 
six bits of 88% of the stored data in the register file are 
actually unused. Consequently, we can store the cor-
responding ECC in these available bits and increase the 
register‘s immunity.



In other  words, around 93% of vulnerable intervals will 
potentially be invulnerable. Thus, our technique prom-
ises to reduce the vulnerability of the register file con-
siderably. 

3. Architecture for Our Technique: 
The key challenge in distinguishing whether the ECC 
bits are embedded in the register value or not, is that 
the processor does not have sufficient information to 
make this decision when reading a value from a regis-
ter . Consequently, we need to distinguish 26-bit regis-
ter values from over-26- bit register values. To do that, 
a self-π bit is associated with each register and we ini-
tially clear all self-π bits to indicate the absence of any 
Self-Immunity. For the sake of simplicity, we explain the 
proposed architecture with the required algorithms in 
two different steps. 

i) Writing into a register:
Figure-3 illustrates that whenever an instruction writes 
a value into a register it checks the upper six bits of 
that value if they are ‘0’ or not. If they are (26-bit reg-
ister value case), the corresponding self-π bit is set to 
‘1’ indicating the existence of Self-Immunity. The ECC 
value is generated and stored in the upper unused bits 
of the register. Hence, the data value and its ECC are 
stored together in that register. In the second case 
(over-26-bit register value), the corresponding self-π 
bit is set to ‘0’ and the value is written into the register 
without encoding. 

Fig3. Micro-architectural support for writing a regis-
ter value.
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ii) Reading from a register: 

In read operations, the self-π bit is used to distinguish 
between a Self-Immunity case and a non self-Immunity 
case. In the first case, the value and the correspond-
ing ECC are stored together in that register and con-
sequently the read value should be decoded. In the 
second case, the stored value is not encoded and as 
a result there is no need to be decoded as is demon-
strated in Figure-4. 

 
Fig4. Micro architectural support for reading a regis-

ter value.

4. Potential Power Saving:

In our proposed architecture, over-26-bit register 
values are neither encoded nor decoded and conse-
quently the encoding and decoding operations are not 
performed with each read and write operation as it 
happens in a full protection scheme. 

This may reduce the power consumption of our pro-
posed architecture because the encoding and decod-
ing operations are performed only in the case of 26-bit 
register values.

Figure-5 demonstrates that on average 12% and 13% of 
the total number of read and write operations, respec-
tively, are occurred in the case of over-26-bit register 
values. As a result, our proposed architecture may con-
sume less power because the encoder and decoder are 
lesser times accessed.
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Fig6. RTL Schematic ofthe proposed self immunity 
technique.

 
Fig7. RTL Schematic of the proposed self immunity 

technique.

Fig8.  Summary of the proposed self immunity tech-
nique.

Fig5. The percentage of read and write operations in 
the case of “over-26-bit” register Values.

Since the input of the deployed encoder in our archi-
tecture is 26 bits instead of 32 bits, it generates 5 parity 
bits instead of 6 parity bits. Likewise, the used decoder 
in our architecture takes 31 bits (26 bits for data + 5 bits 
for ECC) as an input instead of 38 bits. In other words, 
our proposed architecture uses a less complex encod-
er and decoder. 

This may also lead to a further saving in the terms of 
the power consumption. Finally, our proposed archi-
tecture reduces the total number of bits of a protected 
register from 38 bits to 33 bits and as a result the con-
sumed switching power is lower. 

In short, the power saving is mainly due to the fewer 
ECC operations, the usage of a less complex ECC gen-
erator and checker, and the absence of additional stor-
age for ECC.

IV. RESULTS:

We have coded the self immunity technique in Verilog 
HDL using the proposed self immunity technique de-
sign  for bit-width 32. All the de-signs are synthesized in 
the Xilinx Synthesis Tool and Simulated using Xilinx ISE 
simulator, the area, delay and power values are com-
pared with conventional self immunity technique. 

The synthesis result confirms that the proposed self 
immunity technique involves significantly high perfor-
mance and accurate than the existing designs.
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