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In more general term we can say that, the image 
patches are expected to display an     exceedingly or-
ganized geometrical frame in space framed by image. 
This explanation describes why, non-local means can 
accomplish better results through joint treatment of 
comparative patches. In this paper we set out an effi-
cient approach to reduce the calculation time required 
for establishing relations between the patches, and on 
the other hand, we presented a weighted filter by uti-
lizing the pdf of the image pixels. The rest of the paper 
is organized as follows: the Section 2 presents the lit-
erature review. Section 3 presents the basic concept of 
the patch based scheme can perform denoising using 
patch ordering and averaging In Section 4presents a 
brief overview of neural network. In the section 5 ex-
perimental results are presented followed by the con-
clusion and future scope in section 6.

2. Literature Review :

It has already been discussed in [4][5] that a number 
of the spatial domain denoising techniques are already 
presented in earlier work, like the bilateral filter [6], 
NLM (nonlocal means) [7], and optimal filtrations [8]. 
Broadly speaking, these denoising methods inherently 
share the same patch interrelations [9],differing mainly 
in the way the interrelation is  calculated. Like in [1] [2] 
authors, use a wavelet domain to uncover complex 
relationship between patches of wavelet coefficients’  
from nearby spatial positions, at different orientations, 
and scales. On the other way, there are studies of im-
age statistical properties which try to estimate an “op-
timal” set of linear vectors in the space defined by the 
image data. The patch searching methods have also 
been shown to have some modified versions.

Such that presented in [17] for the nonlocal means(NLM) 
filter where an iterative version of NLM is motivated 
from considering an equivalent variational framework 
using gradient descent.
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1. Introduction:

Recently, many image denoising techniques already 
presented works on the basis of the relations between 
neighborhood patches. Each one uses the different 
approach to estimate the relations between patches. 
Like weighted averaging of pixels, bunching the patch-
es into disjoint sets and treating every set in a different 
ways etc. But the most popular one is creating a del-
egate dictionary for the patches and utilizing it form 
relations among the patches. However every proposal 
uses the different ways of measuring relations between 
the patches the basic idea behind the all patch based 
technique remains the same. This idea states that each 
patch taken from the image might find comparative 
ones at somewhere else in the image.
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The above discussed concept has three main limita-
tions. First, Arrangement of z in a given order is a very 
time consuming process. Second it is considered that 
the rearranged elements of z have same order as of 
ywhich is, practically not possible because z is already 
corrupted by the noise. Thirdly the tuning the weights 
of averaging filters. Our goal is to overcome these limi-
tations. 

4. Weighted Average Filter:

Basically the Average Filter Replace each pixel by the 
average of pixels in a window surrounding this pixel. 
The size of window is decided based on the trade-off 
between noise removal and detail preserving: as the 
larger window can remove noise more effectively, but 
also blur the details (like edges) opposite of this is true 
for smaller window size.

Figure 1: Demonstration of 3X3 window size Averag-
ing Filter.

However the weighted averaging filter works differ-
ently as Instead of averaging all the pixel values in the 
window,give the closerby pixels higher weighting, and 
far-away pixels lower weighting.

This type of operation for arbitrary weighting matrices 
is generally called “2-D convolution or filtering”. When 
all the weights are positive, it corresponds to weighted 
average. Weighted average filter retains low frequency 
and suppresses high frequency or act as low-pass fil-
ter.

Adaptation of the NLM filter in a variational framework 
for image denoising and segmentation has also been 
done in [10] [11].  Learning a suitable basis function to 
describe image patches is another concept in same 
field. Use of such basis functions to describe geometric 
structure has been previously explored leading to the 
invention of curvelets[14], contourlets [15], bandelets 
[16], etc. All these tools allow learning of a suitable ba-
sis to describe the image, especially edge and texture 
regions .Many other linear and nonlinear methods have 
been also proposed to solve this problem. One of the 
earlier methods to achieve considerable success in this 
domain was the bilateral filter, proposed in [6]. While 
this method received broad attention in the image pro-
cessing and computer vision communities, it fails to 
perform well in the presence of strong noise.  

A wavelet domain denoising technique based on scale 
mixture of Gaussians (GSM) proposed in [12] was 
considered to be better than all other techniques at 
the time of its introduction. In [7] proposed a simple 
patch-based technique which exploits the occurrence 
of repeating structures in a given image to perform a 
weighted averaging of pixels with similar structures to 
remove the noise. In [8], noticeably enhanced a local-
ized version of this procedure using an iterative struc-
ture where the variance of the intensity estimation at 
each pixel location is used to compute the weights and 
the region of interest forth averaging process. A more 
recent technique named BM3D[13], works on the same 
concept of using similar patches throughout the image 
to perform denoising.

3. Problem Statement Image Denoising:
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6. Proposed Algorithm:

The algorithm starts by training the neural network for 
that:

Step 1: 	We randomly pick a clean patch x froman im-
age dataset.

Step 2:	 Generate a corresponding noisy patchy by cor-
rupting x with noise, for instance with additivewhite 
Gaussian (AWG) noise. 

Step 3: 	The MLP parameters are then updated by the 
back-propagation algorithm minimizing the quadratic 
error between the mapped noisy patchy=f(x) and the 
clean patch x, i.e. minimizing(f(x)- x)^2.

Step 4:	 To denoise images, we decompose a given 
noisy image into overlapping patches and denoise each 
patch y separately. The denoised image is obtained by 
placing the denoised patches x at the locations of their 
noisy counterparts.

Step 5:	 Now we start the Patch Ordering based Filtra-
tion. For which we divide the pre-filtered noisy image 
into n1*n2 patches.

Step 6:	After that we calculate the distance between 
all patches formed in step 5.

Step 7:	 Now sort the patches according to the distance 
calculated above and form a matrix.

Step 8:	Apply the Gaussian weighted averaging filter 
on the matrix formed in step 7.

Step 9:	Now construct denoised image from this ma-
trix by performing the inverse operations.

7. Simulation Results:

The proposed algorithm is implemented in MATLAB 
and tested for different types of images corrupted by 
AWGN noise of different variance and the results ob-
tained are presented as follows:

Figure 2: Demonstration of 3X3 weighted window 
(Left) Weighted Averaging Filter.

5. Artificial Neural Network:

An artificial neural network is an interconnected group 
of nodes (which is generally a summing operator), simi-
lar to the vast network of neurons in a brain. There are 
many type of ANN’s are available but for present case 
we prefer MLP.A multi-layer perceptron (MLP) is a non-
linear function that maps vector-valued input via sever-
al hidden layers to vector-valued output. For instance, 
an MLP with two hidden layers can be written as [18],
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The algorithm starts by training the neural network for 
that:

Step 1: 	We randomly pick a clean patch x froman im-
age dataset.

Step 2:	 Generate a corresponding noisy patchy by cor-
rupting x with noise, for instance with additivewhite 
Gaussian (AWG) noise. 

Step 3: 	The MLP parameters are then updated by the 
back-propagation algorithm minimizing the quadratic 
error between the mapped noisy patchy=f(x) and the 
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patch y separately. The denoised image is obtained by 
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noisy counterparts.
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The proposed algorithm is implemented in MATLAB 
and tested for different types of images corrupted by 
AWGN noise of different variance and the results ob-
tained are presented as follows:
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(Left) Weighted Averaging Filter.

5. Artificial Neural Network:

An artificial neural network is an interconnected group 
of nodes (which is generally a summing operator), simi-
lar to the vast network of neurons in a brain. There are 
many type of ANN’s are available but for present case 
we prefer MLP.A multi-layer perceptron (MLP) is a non-
linear function that maps vector-valued input via sever-
al hidden layers to vector-valued output. For instance, 
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Figure 4: Test images taken for the analysis (1) Baboon, 
(2) Lena, (3) Boat, (4) Hill.

Table 1; Comparison for Baboon Image 
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8. Conclusion:

In this paper, we presented a patch based image de-
noising technique based on MLP artificial neural net-
work and weighted average filtration. The MLP based 
pre-filtration helps in proper reordering of patches 
without much complexity and computational over-
head. The weighted Average filtering preserves the tex-
ture information and avoid the blurring and fading. The 
simulation results shows that the proposed technique 
provides the good overall performance for all types of 
images and outperforms the previous [19] technique 
by noticeable margin, also the proposed algorithm re-
duces the computational complexity required by pre-
vious algorithm. Because it estimates the exact values 
of noisy pixels in pre-filtrations stage which eliminates 
the need of excessive searching throughout the image 
and hence reordering is performed quickly. In future 
this work could be to extend by selecting the more 
complex MLP structure and higher numbers of training 
images. Furthermore the algorithm can be modified to 
work with other types on noises.
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