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Abstract: Collections of huge, large textual data 

contains significant amount of structured 

information, which remains hidden in unstructured 

text. Relevant information is always difficult to find 

in these documents. A bulk data is generated in 

different organization which is in textual format. In 

such text structured information is get shadowed in 

unstructured text. Current algorithms working on 

constructing information from raw data , but they are 

not cost effective and sometimes shows impure result 

set especially when they are working on text with 

lacking of knowledge about exact arrangement of 

text data. In this paper we implement an method that 

facilitates the generation of the structured metadata 

by identifying documents that are likely to contain 

information of interest and this information is going 

to be useful for querying the database. Here people 

will likely to assign metadata related to documents 

which they upload which will easily help the users in 

retrieving the documents. 
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Introduction: 

Annotations are comments, notes, explanations, or 

external remarks. Annotations are metadata, as they 

give additional information about data. If the 

documents are properly annotated it is possible to 

improve quality of searching. Lack of appropriate 

annotations makes it hard to retrieve it and rank it 

properly. Existing annotations makes the analysis and 

querying of data cumbersome. 

 

Existing System: 

Many annotation systems allow only “untyped” 

keyword annotation: for instance, a user may annotate 

a weather report using a tag such as “Storm Category 

3”. Annotation strategies that use attribute-value pairs 

are generally more expressive, as they can contain 

more information than untyped approaches. In such 

settings, the above information can be entered as 

(StormCategory,3). A recent line of work towards 

using more expressive queries that leverage such 

annotations, is the “pay- as-you-go” querying strategy 

in Dataspaces: In Dataspaces, users provide data 

integration hints at query time. The assumption in such 

systems is that the data sources already contain 

structured information and the problem is to match the 

query attributes with the source attributes. Many 

systems, though, do not even have the basic “attribute-

value” annotation that would make a “pay-as-you go” 

querying feasible. Annotations that use “attribute-

value” pairs require users to be more principled in their 

annotation efforts. Users should know the underlying 

schema and field types to use; they should also know 

when to use each of these fields. With schemas that 

often have tens or even hundreds of available fields to 

fill, this task become complicated and cumbersome. 

This results in data entry users ignoring such 

annotation capabilities. 

 

Disadvantages of  theExisting System: 

 The cost is high for creation of annotation 

information. 

 The existing system produces some errors in the 

suggestions. 
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Proposed System: 

In this paper, we propose CADS (Collaborative 

Adaptive Data Sharing platform), which is an 

“annotate-as-you create” infrastructure that facilitates 

fielded data annotation. A key contribution of our 

system is the direct use of the query workload to direct 

the annotation process, in addition to examining the 

content of the document. In other words, we are trying 

to prioritize the annotation of documents towards 

generating attribute values for attributes that are often 

used by querying users. The goal of CADS is to 

encourage and lower the cost of creating nicely 

annotated documents that can be immediately useful 

for commonly issued semi-structured queries such as 

the ones. Our key goal is to encourage the annotation 

of the documents at creation time, while the creator is 

still in the “document generation” phase, even though 

the techniques can also be used for post generation 

document annotation. In our scenario, the author 

generates a new document and uploads it to the 

repository. After the upload, CADS analyzes the text 

and creates an adaptive insertion form. The form 

contains the best attribute names given the document 

text and the information need (query workload), and 

the most probable attribute values given the document 

text. The author (creator) can inspect the form, modify 

the generated metadata as- necessary, and submit the 

annotated document for storage. 

 

 
 

Advantages of the Proposed System: 

 We present an adaptive technique for 

automatically generating data input forms, for 

annotating unstructured textual documents, such 

that the utilization of the inserted data is 

maximized, given the user information needs. 

 We create principled probabilistic methods and 

algorithms to seamlessly integrate information 

from the query workload into the data annotation 

process, in order to generate metadata that are not 

just relevant to the annotated document, but also 

useful to the users querying the database. 

 We present extensive experiments with real data 

and real users, showing that our system generates 

accurate suggestions that are significantly better 

than the suggestions from alternative approaches. 

 

Information Extraction Algorithm:  

Step 1: Select a text file for extraction.  

Step 2: Parse the text file. Ignore stopwords from it 

and count frequency of high querying keywords which 

will be important for content based search. Maintain 

frequency count of these keywords appearing in only 

single document.  

Step 3: Upload the file on server.  

Step 4: Then fill all the annotations which are relevant 

to the document which can be useful for query based 

searching. 

 
Fig: IE Algorithm 

 

The key contribution of this work is the “attribute 

suggestion” problem, which accounts for the query 

workload, and identifies the attributes that are present 

in the document, but not their values. There are two 

conflicting properties for indentifying and suggesting 

attributes for a document d.   
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 The attribute must have high querying value 

(QV) with respect to the query workload W. 

 The attribute must have high content value 

(CV) With respect to d. 

QV, CV Computation and Combining Algorithm:  

Step 1: Enter the queries for retrieving the document 

Example: location=’Pune’ and year=2010  

Step 2 : Split the queries and pass it to database for 

retrieving  

Step 3 : Check all related results and show the related 

results to user.  

Step 4 : For much efficient and accurate results,users 

should try to enter maximum queries they can. 

 

Modules : 

1. Registration 

2. Login 

3. Document Upload 

4. Search Techniques 

5. Download Document 

 

Modules Description 

Registration: 

In this module an Author(Creater) or User have to 

register first,then only he/she has to access the data 

base. 

 

Login: 

In this module,any of the above mentioned person 

have to login,they should login by giving their emailid 

and password . 

 

Document Upload: 

In this module Owner uploads an unstructured 

document as file(along with meta data) into 

database,with the help of this metadata and its 

contents,the end user has to download the file.He/She 

has to enter content/query for download the file. 

 

Search Techniques: 

Here we are using two techniques for searching the 

document 1)Content Search,2)Query Search. 

Content Search: It means that the document will be 

downloaded by giving the content which is present in 

the corresponding document.If its present the 

corresponding document will be 

downloaded,Otherwise it won’t. 

Query Search:  It means that the document will be 

downloaded by using query which has given in the 

base paper.If its input matches the document will get 

download otherwise it won’t. 

 

Download Document: 

The User has to download the document using 

query/content values which have given in the base 

paper.He/She enters the correct data in the text boxes, 

if its correct it will download the file.Otherwise it 

won’t. 

 

Conclusion  

Our system provides solution to annotate the document 

at time of uploading and also works on user’s querying 

needs. Our proposed architecture works on the content 

of document and also analyze the user queries. User 

queries and document content are the two basic source 

to generate the annotation. Along with annotation 

document pattern mining is the technique that helps 

the user to map document with frequent pattern and 

use pattern at the time of searching. The annotation 

and pattern matching technique provides flexible and 

complete solution for document tagging and searching. 
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