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ABSTRACT: This paper presents the silicon-proven 

design of a novel on-chip network to support 

guaranteed traffic permutation in multiprocessor 

system-on-chip applications. The proposed network 

employs a pipelined circuit-switching approach 

combined with a dynamic path-setup scheme under a 

multistage network topology. The dynamic path-setup 

scheme enables runtime path arrangement for 

arbitrary traffic permutations. The circuit-switching 

approach offers a guarantee of permuted data and its 

compact overhead enables the benefit of stacking 

multiple networks. A 0.13-μ m CMOS test-chip 

validates the feasibility and efficiency of the proposed 

design.  

 

Index Terms—Neighbor position verification, mobile 

ad hoc networks, vehicular networks 

 

INTRODUCTION: 

A trend of multiprocessor system-on-chip (MPSoC) 

designbeing interconnected with on-chip networks is 

currently emerging for applications of parallel 

processing, scientific computing, and so on. 

Permutation traffic, a traffic pattern in which each 

input sends traffic to exactly one output and each 

output receives traffic from exactly one input, is one of 

the important traffic classes exhibited from on-chip 

multiprocessing applications. Many of the MPSoC 

applications (e.g., Turbo/LDPC decoding) compute in 

realtime, therefore, guaranteeing throughput (i.e., data 

lossless, predictable latency,guaranteed bandwidth, 

and in-order delivery) is critical for such permutation 

traffics1-7. To support permutation traffic patterns, on-

chip permutation networks using application-aware 

routings are needed to achieve better performance 

compared to the general-purpose networks. Such 

application-aware routings cannot efficiently handle 

the dynamic changes of a permutation pattern, which 

isexhibited in many of the application phases. The 

difficulty lies in the design effort to compute the 

routing to support the permutation changes in runtime, 

as well as to guarantee the permutated traffics6-11. 

Most on-chip networks employ a packet-switching 

mechanism to deal with the conflict of permuted data. 

Their implementations use first-input first-output 

(FIFO) queues for the conflicting data. 

 

Existing System: 

Regarding the switching technique, packet switching 

requires an excessive amount of onchippower and area 

for the queuing buffers (FIFOs) with pre-computed 

queuing depth at the switching nodes and/or network 

interfaces. Regarding the routing algorithm, the 

deflection routing is not energy-efficient due to the 

extra hops needed for deflected data transfer, 

compared to a minimal routing. Moreover, the 

deflection makes packet latency less predictable; 

hence, it is hard to guarantee the latency and the in-

order delivery of data. This paper presents a novel 

silicon-proven design of an on-chip permutation 

network to support guaranteed throughput of 

permutated traffics under arbitrary permutation. Unlike 

conventional packet-switching approaches, our on-chip 

network employs a circuitswitchingmechanism with a 

dynamic path-setup scheme under a multistage 

network topology. The dynamic path setup tackles the 

challenge of runtime path arrangement for conflict-free 

permuted data. The pre-configured data paths enable a 

throughput guarantee. By removing the excessive 

overhead of queuing buffers, a compact 

implementation is achieved and stacking multiple 
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networks to support concurrent permutations in 

runtime is feasible. 

 

Proposed System: 

As motivated in Section I, the key idea of proposed on-

chipnetwork design is based on a pipelined circuit-

switching approach with a dynamic path-setup scheme 

supporting runtime path arrangement. The network 

topology is first discussed. Then the designs of 

switching nodes are presented. On-Chip Network 

TopologyClose network, a family of multistage 

networks, is applied to build scalable commercial 

multiprocessors with thousands of nodes in 

macrosystems. A typical three-stage Clos network is 

defined as C ( n, m , p ), where n represents the 

number of inputs in each of p first-stage switches and 

m is the number of second-stage switches. In order to 

support a parallelism degree of 16 as in most practical 

MPSoCs ,here proposed to use C ( 4,4, 4 ) as a 

topology for the designed network(See Fig. 1). This 

network has a rearrangeable property that can realize 

all possible permutations between its input and 

outputs. The choice of the three-stage Close network 

with a modest number of middle-stage switches is to 

minimize implementation cost, whereas it still enables 

a rearrangeable property for the network24-28. A 

pipelined circuit-switching scheme is designed for use 

with the proposed network. This scheme has three 

phases: the setup, the transfer, and the release. 

PROPOSED  ON-CHIP NETWORK  DESIGN 

To meet the growing computation-intensive 

applications and the needs of low-power, high 

performance systems, the number of computing 

resources in single-chip has enormously increased, 

because current VLSI technology can support such an 

extensive integration of transistors. By adding many 

computing resources such as CPU, DSP, specific IPs, 

etc to build a system in System-on-Chip, its 

interconnection between each other becomes another 

challenging issue. In most System-on-Chip 

applications, a shared bus interconnection which needs 

arbitration logic to serialize several bus access 

requests, is adopted to communicate with each 

integrated processing unit because of its low-cost and 

simple control characteristics. However, such shared 

bus interconnection has some limitation in its 

scalability because only one master at a time can 

utilize the bus which means all the bus accesses should 

be serialized by the arbitrator. Therefore, in such an 

environment where the number of bus requesters is 

large and their required bandwidth for interconnection 

is more than the current bus, some other 

interconnection methods should be considered. This 

network has a rearrange able property that can realize 

all possible permutations between its input and 

outputs.
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Synchronization  

Synchronization refers to one of two distinct but 

related concepts: synchronization of processes, and 

synchronization of data. Process synchronization refers 

to the idea that multiple processes are to join up or 

handshake at a certain point, in order to reach an 

agreement or commit to a certain sequence of action. 

Data synchronization refers to the idea of keeping 

multiple copies of a dataset in coherence with one 

another, or to maintain data integrity. Process 

synchronization primitives are commonly used to 

implement data synchronization. 

 

The latency of synchronizer chains has a detrimental 

impacton the performance of latency-sensitive 

applications and so alternative methods to reduce or 

eliminate this latency have been proposed. These 

methods can be broadly divided into three distinct 

categories as follows. 

 

TECHNOLOGIES  

Currently there are four technologies in use. They are: 

static RAM cells, anti-fuse, EPROM transistors, and 

EEPROM transistors. Depending upon the 

applications, one FPGA technology may have features 

desirable for that application.                                                                  

1. Static RAM Technology 

In the Static RAM EPGA programmable connections 

are made using pass-transmission, transmission gates, 

or multiplexers that are controlled by SRAM cells. 

This technology allows fast in-circuit reconfiguration. 

The major disadvantage is the size of the chip required 

by the RAM technology and that the chip 

configuration needs to be loaded to the chip from some 

external source (usually external non-volatile memory 

chip). The FPGA can either actively read its 

configuration data out of external serial or byte-

parallel PROM (master mode), or the configuration 

data can be written into the FPGA (slave and 

peripheral mode). The FPGA can be programmed an 

unlimited number of times. 

 

 

2. Anti-Fuse Technology 

An anti-fuse resides in a high-impedance state; and can 

be programmed in to low impedance or “fused” state. 

This technology can be used to make program once 

devices that are less expensive than the RAM 

technology.  

 

3. EPROM Technology  

This method is the same as used in the 

EPROM memories. The programming is stored 

without external storage of configuration. EPROM 

based programmable chip cannot be re-programmed in 

circuit and need to be cleared with UV erasing. 

 

4. EEPROM Technology 

This method is the same as used in the EEPROM 

memories. The programming is stored without external 

storage of configuration. EEPROM based 

programmable chips can be electrically erased but 

generally cannot be re-programmed in-circuit FUSE-

One-time programmable. 

 

Conclusion: 

This paper proposes an on-chip multistage 

interconnection network with the least possible 

number of hardware, the minimum amount of wiring 

between stages and the minimum wire lengths. It can 

be used for high-performance interprocessor 

communication in real-time applications. Although 

logN -MINs have been already researched and used in 

parallel super computers, they can be adapted also for 

networkon- chips as well. High bandwidth and low 

latency are combined with a deterministic behavior of 

interprocessor communication in the proposed NoC. 

The objective is to use MPSoCs in 

highperformanceembedded systems with hard 

realtimeconstraints that can be found in electronic 

control units for cars or for production machinery. 
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