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ABSTRACT: 

K-means is the most widely used clustering algorithm 

due to its fairly straightforward implementations in 

various problems. Meanwhile, when the number of 

clusters increases, the number of iterations also tends 

to slightly increase. In this study, improved 

implementations of k-means algorithm with a centroid 

calculation heuristics which results in a performance 

improvement over traditional k-means are proposed.  

The results show that big data implementation model 

outperforms the other compared methods after a 

certain threshold level and small data implementation 

performs better with increasing k value.  

 

INTRODUCTION: 

The rate of data creation at present has increased so 

much that 90% of the data in the world today has been 

created in the last two years alone. This huge amount 

of data is being viewed by business organizations and 

researchers as a great potential resource of knowledge 

that needs to be discovered. Traditional methods of 

data analysis and management do not suffice. New 

technologies to deal with this data called Big Data are 

required. The term Big Data refers to large-scale 

information management and analysis technologies 

that exceed the capability of traditional data processing 

technologies.  

 

The incorporation of Big Data is changing Business 

Intelligence and Analytics by providing new tools and 

opportunities for leveraging large quantities of 

structured and unstructured data. Big Data is notable 

not because of its size, but because of its relationality 

to other data. Due to the methods used to store the 

data, Big Data is fundamentally networked (threaded 

with connections). But these connections are not useful 

directly. The actual value comes from the patterns that 

can be derived from the related pieces of data about an 

individual, about individuals in relation to others,  

 

about groups of people, or simply about the structure 

of information itself. Besides this, Big Data has 

enormous volume, high velocity, much variety and 

variation. These features of Big Data present the main 

challenges in analyzing Big data which are: (1) 

Efficient and effective handling of large data, (2) 

Processing time and accuracy of results trade –off; and 

(3) Filtering important and relevant data from all the 

data collected. Traditionally, large data is handled 

through numerous data mining techniques. 

Recognizing patterns among data must borrow ideas 

from Machine learning algorithms. Thus, Big data 

analysis needs fusion of techniques for data mining 

with those of machine learning. The k-means 

algorithm is one such algorithm which has presence in 

both the fields.  

 

K-means is one of the most famous partition clustering 

algorithms because it is a very simple, statistical and 

quite scalable method. Also it has linear asymptotic 

running time with respect to any variable of the 

problem. Yet, k-means cannot be used for Big Data 

analysis directly. It needs to be adapted to deal with 

sparse values, heterogeneity and velocity. This paper 

emphasizes the need of filtering data before it is 

analyzed for information. The strategic information, 

that the Business Analysts seek, always has some 

defined line of interest. Filtering of data should reflect 

this so that results of analysis can be of value to the 

analysts.  

 

Also, given the high velocity of Big Data, the research 

should be directed towards approximate and heuristic 

solutions for clustering instead of ideal ones. Finding 

ideal clusters consumes time which in some cases may 

render the information deduced to be stale. Hence, an 

approximate algorithm which reduces the complexity 

of classic k-means by computing over only those 

attributes which are of interest is proposed here.  
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The drawbacks of traditional clustering algorithms 

have been identified and the proposed solution is an 

effort to overcome them. 

 

Existing System: 

Clustering, or cluster analysis, is an important subject 

in data mining. It aims at partitioning a dataset into 

some groups, often referred to as clusters, such that 

data points in the same cluster are more similar to each 

other than to those in other clusters. There are different 

types of clustering. However, most of the clustering 

algorithms were designed for discovering patterns in 

static data. This  imposes  additional requirements to 

traditional clustering algorithms to rapidly process and 

summarize the massive amount of continuously 

arriving data. 

  

Disadvantages: 

It also requires the ability to adapt to changes in the 

data distribution, the ability to detect emerging clusters 

and distinguish them from outliers in the data, and the 

ability to merge old clusters or discard expired ones. 

 

Proposed System: 

We extend a recently proposed clustering algorithm, 

affinity propagation (K-Means) clustering, to handle 

dynamic data. Several experiments have shown its 

consistent superiority   over  the  previous  algorithms  

in static data. K-Means clustering is an exemplar-

based method that realized by assigning each data 

point to its nearest exemplar, where exemplars are 

identified by passing messages on bipartite graph. 

There are two kinds of messages passing on bipartite 

graph. They are responsibility and availability, 

collectively called ’affinity’.K-Means clustering can 

be seen as an application of belief propagation, which 

was invented by Pearl to handle inference problems on 

probability graph. Compared with the previous works, 

another remarkable feature of our work is that the K-

Means clustering algorithms are proposed based on a 

message-passing framework. That’s, each object is a 

node in a graph, and weighted edges between nodes 

correspond to pair wise similarity between objects. 

When a new object is observed, it will be added on the 

graph and then message passing is implemented to find 

a new exemplar set. Because that only one, or a few of 

nodes’ entering will not change the structure of the 

whole graph a lot, a local adjustment of availabilities 

and responsibilities is enough. Therefore, messages 

passing on graphs will re-converge quickly. Based on 

these features, the K-Means clustering algorithms 

proposed in this paper don’t need to re-implemented 

K-Means clustering on the whole data set, nor need to 

change the similarities between objects. 

 

Advantages: 

1. A great deal of time can be saved, which makes K-

Means clustering efficient enough to be used in 

dynamic environment. 

2. The goal of this paper is to propose a dynamic 

variant of K-Means  clustering, which can achieve 

comparable clustering performance with 

traditional K-Means clustering by just adjusting 

the current clustering results according to new 

arriving objects, rather than re-implemented K-

Means clustering   on the whole dataset. 

 

SYSTEM ARCHITECTURE: 

 

 
 

IMPLEMENTATION 

Modules: 

1. K-Means Clustering 
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2. K-Means Clustering Based on K-Medoids 

3. K-Means Clustering Based on Nearest Neighbor 

Assignment: 

4. Test by Labeled Data Sets 

 

1. K-Means Clustering: 

Clustering is one of the most important clustering 

algorithms. It is realized by firstly picking out some 

special objects that called exemplars, and then 

associating each left object to its nearest exemplar. The 

objective is to maximize   

                  

 
 

where s(i; ci) denotes similarity between xi and its 

nearest exemplar xci . The most attracting advantage 

of exemplar-based clustering is that the exemplar set 

itself stores compressed information of the whole data 

set. However, find an optimal set of exemplars is 

essentially a hard combinational optimization problem. 

 

2. K-Means Clustering Based on K-Medoids: 

K-Means clustering has been successfully used in a 

series of problems, e.g., face recognition, f MRI data 

analysis, and document clustering. However, most of 

the applications deal with static data. Incremental AP 

clustering is still a difficult problem. The difficulty in 

incremental AP clustering is that: after affinity 

propagation, the first batch of objects have established 

certain relationships (nonzero responsibilities and 

nonzero availabilities) between each other, while new 

‘objects’ relationships with other objects are still at the 

initial level (zero  responsibilities and zero 

availabilities). Objects arriving at different time step 

are at the different statuses, so it is not likely to find 

the correct exemplar set by simply continuing affinity 

propagation in this case. Fig. 2 is a toy example to 

demonstrate such a problem, where the data come 

from the computational experiments.  

Traditional AP clustering is implemented on the first 

batch of objects. Responsibilities and availabilities 

converge.  

 

3. K-Means Clustering Based on Nearest 

Neighbor Assignment: 

The K-Means clustering algorithm is proposed 

according to the second strategy. A technique of 

Nearest-neighbor Assignment (NA) is employed to 

construct the relationships (values of responsibilities 

and availabilities) between the new arriving objects 

and the previous objects. NA means that the 

responsibilities and availabilities of the new arriving 

objects should be assigned referring to their nearest 

neighbors. NA is proposed based on such a fact that if 

two objects are similar, they should not only be 

clustered into the same group,but also have the same 

relationships (responsibilities and availabilities). 

However, most of the current algorithms utilize the 

former part only. 

 

4. Test by Labeled Data Sets: 

The clustering performance of an algorithm is 

evaluated by external dispersity and internal dispersity. 

The sum of similarities is one of the most widely used 

criteria. In some cases, different clustering result can 

obtain comparable external dispersity and internal 

dispersity. Therefore, we use labeled data sets to 

evaluate the proposed algorithms in this section. An 

advantage is that we can not only evaluate the 

clustering algorithms by dispersity, but also by some 

other indicators, e.g., mutual information, clustering 

accuracy. According to the object function of 

exemplar-based clustering in (1), the Sum of 

Similarities (SS) is defined as  

          
A larger SS indicates a better clustering performance. 

Euclidean distance: 
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Home page: 

 

User Registration page: 

 

User Login page: 

 

 

User Import the data into database: 

 

Admin login: 

 

Admin view page:

 

 



 

  
                                                                                                                                                                                                                    Page 126 

 

Waiting for clustering objects:

 

View the overall objects:

 

Clustering model:

 

CONCLUSION: 

Big Data is being viewed by all, from scientists to 

businesses, as potential resource of information.  

The information is not directly available and needs to 

be extracted from Big Data. Existing technologies are 

insufficient to be deployed for big data analysis. 

Formal architectures, new algorithms and fast 

heuristics to deal with the challenges posed by big data 

like volume, velocity and variety is the need of hour. 

In this paper an approximate method based on the 

classic k-means algorithm is suggested. The 

achievement is lowered time complexity and fixed 

number of iterations which depend only on the number 

of attributes to handle. Manhattan distance concept in a 

modified form has been used, which in turn decreases 

the run time. The efficacy and precision of algorithm is 

demonstrated on various real and synthetic datasets.  

 

For most of the datasets, the precision achieved by the 

proposed algorithm is higher than the k-means and 

other contemporary popular clustering algorithms. 

Cluster recovery is also higher than most of them since 

the proposed algorithm does not reject any data. The 

concept of hierarchical clustering can be used along 

with the proposed algorithm to handle very large 

number of dimensions. Proposed work can be 

modified for rejecting flash data. The algorithm 

presented here cannot handle categorical data well 

until it is converted into equivalent numerical data. 

Exploring clustering big data in terms of categorical 

data could be another possible extension. Deciding 

primary and secondary attributes is considered in the 

proposal to be provided as an input by the user.  
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