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Abstract 

In the Modern era use of video-based applications has 

made the need for extracting the useful content in 

videos. Raw data and low-level features alone are not 

sufficient to fulfill the user’s needs that is, a deeper 

understanding of the content at the semantic level is 

required. Currently available manual techniques, 

which are inefficient, subjective and costly in time and 

limit the querying capabilities. Semi automatic methods 

are used to bridge the gap between low-level 

representative features and high-level semantic 

content. Here, we propose a semantic content 

extraction system that allows the user to query and 

retrieve objects, events, and concepts that are extracted 

automatically. The proposed framework has been fully 

implemented and tested on three different domains. We 

have obtained satisfactory precision and recall rates for 

object, event and concept extraction. 

 

Keywords—Ontology, Semantic Content extraction, 

Rule-Based. 

 

INTRODUCTION 

The rapid increment in the accessible measure of video 

information has made a dire need create intelligent 

techniques to model and concentrate the video content. 

Typical applications in which modeling and extracting 

video content are crucial include surveillance, video-on-

demand systems, intrusion detection, border monitoring, 

sport events, criminal investigation systems, and many 

others. The ultimate goal is to enable users to retrieve 

some desired content from massive amounts of video 

data in an efficient and semantically meaningful manner. 

There are basically three levels of video content which 

are raw video data, low-level features and semantic 

content. First, raw video data consist of elementary 

physical video units together with some general video 

attributes such as format, length, and frame rate. Second, 

low-level features are characterized by audio, text, and 

visual features such as texture, color distribution, shape, 

motion, etc. Third, semantic content contains high-level 

concepts such as objects and events. The first two levels 

on which content modeling and extraction approaches 

are based use automatically extracted data, which 

represent the low-level content of a video, but they 

hardly provide semantics which is much more 

appropriate for users. Users are for the most part 

intrigued by querying and recovering the video 

regarding what the video contains. In this way, raw 

video information and low-level components alone are 

not adequate to satisfy the users need that is, a more 

deeper knowledge of the data at the semantic level is 

required in numerous video-based applications.  

 

However, it is very difficult to extract semantic content 

directly from raw video data. This is because video is a 

temporal sequence of frames without a direct relation to 

its semantic content [2]. Therefore, many different 

representations using different sets of data such as audio, 

visual features, objects, events, time, motion, and spatial 

relations are partially or fully used to model and extract 

the semantic content. No matter which type of data set is 

used, the process of extracting semantic content is 

complex and requires domain knowledge or user 

interaction. 
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OVERVIEW OF MODEL 

The major parts of the model are discussed below. 

A. Ontology-Based Modeling 

The  VISCOM contains classes and relations between 

these classes. Some of the classes represent semantic 

content types such as Object and Event while others are 

used in the automatic semantic content extraction 

process [1]. Relations defined in VISCOM give ability 

to model events and concepts related with other objects 

and events. VISCOM is developed on an ontology-based 

structure where semantic content types and relations 

between these types are collected under VISCOM 

Classes, VISCOM Data Properties which associate 

classes with constants and VISCOM Object Properties 

which are used to define relations between classes. In 

addition, there are some domain independent class 

individuals. 

 

B. Rule-Based Modeling 

Additional rules are utilized to extend the  modeling 

capabilities. Each rule has two parts as body and head 

where body part contains any number of  domain class 

or property individuals and head part contains only one 

individual. 

 

C. Domain Ontology Construction 

A Algorithm 1 presents the steps followed to construct a 

domain ontology . For the evaluation purposes, we have 

constructed an Office Surveillance  Ontology, a 

Basketball Ontology and a Football Ontology by using 

Protégé. A small portion of the basketball ontology is 

illustrated in Fig.  for Rebound event, as an example. 

 

Algorithm 1. Ontology Construction with VISCOM 

 define O, E and C individuals. 

 define all possible SR’s occuring within an E. 

 define all possible OM’s occuring within an E. 

 use SR’s and M’s to define SC’s. 

 describe temporal relations between SC’s as 

TSCC’s. 

 make EDs with SC’s, SR’s and TSCC’s. 

 for all E’s do 

 if an event can be defined with an event def then 

 define E in terms of ED’s. 

 end if 

 if an event can be defined with temporal 

relations between other events then 

 define E’s in terms of ETR’s. 

 end if 

 end for 

 for all C’s do 

 construct a relation with the C that can be placed 

in its meaning. 

 end for 

 define S’s. 

 

In accordance with the Algorithm 1, ontology 

construction starts with defining Rebound as the Event 

individual, and Hoop, Ball, Player and Basket as the 

Object individuals. Next step is to define all Spatial 

Relation Component individuals that happen during a 

Rebound event such as Ball Above Player, Player Below 

Basket and Ball Far from Hoop. Then, the sequence of 

the Spatial Relation Component individuals are defined 

as Spatial Change individuals such as Jump to Ball and 

Hit Hoop. One or more Spatial Change individuals may 

be used to create different Event Definition individuals. 

In the Rebound example, two Event Definition 

individuals are defined. Rebound Definition 1 has two 

Spatial Change individuals (Hit Hoop and Jump to Ball) 

in its definition which have a temporal relation with each 

other, while Rebound Definition 2 has only one Spatial 

Change individual (Jump for Rebound). Each event 

definition uses different spatial and temporal relations 

between objects in order to define the event. The 

ontology developer always has a chance to add a new 

definition that will cover cases where existing 

definitions are not sufficient enough. Also he/she has an 

opportunity to add new individual definitions, modify, or 

delete them at any time. 

 
Fig.1 Reboud Event Representation 
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PROPOSED FRAMEWORK 

In this section, we present our framework for Automatic 

Semantic Content Extraction from Video. Fig 2 gives an 

overview of the proposed Semantic content framework. 

Given an input video, we first covert video into the 

frame. Then, frames are used to  detection of objects 

.Based on the local feature and spatio temporal relations 

event is detected in accordance with the ontology and 

rules. 

 
Figure 2: Overview of proposed System 

 

Pre-Processing  Module: 

In Pre-Processing Module Video is fed as input to the 

system is converted into the frames for future 

processing. 

Object Extraction Module: 

Most Object extraction is one of most crucial 

components in the framework, since the objects are used 

as the input for the extraction process. object extraction 

techniques use training data to learn object definitions, 

which are usually shape, color, and texture features. 

These definitions are mostly the same across different 

domains 

 

Spatial Relation Extraction Module: 

Every spatial relation extraction is stored as a Spatial 

Relation Component instance which contains the frame 

number, object instances, type of the spatial relation, 

 

Event Extraction Module: 

Event instances are extracted after a sequence of 

automatic extraction  processes. Each extraction process 

outputs instances of a semantic content type defined as 

an individual in the domain ontology. Algorithm 2 

describes the whole event extraction process. In 

addition, relations between the extraction processes are 

illustrated in Fig. 3. 

 
Fig.3 Event Extraction Process 

 

Algorithm 2: 

 for all SRC individuals in the ontology do 

 extract SRC instances that satisfy the individual 

def. 

 execute SR rule def 

 end for 

 for all SMC individuals in the ontology do 

 extract SMC instances that satisfy the individual  

def. 

 end for 

 for all SC individuals in the ontology do 

 check if there are SRC or SMC instances that 

satisfy the individual def. 

 end for 

 for all TSC individuals in the ontology do 

 extract SC instances that satisfy the individual 

def. 

 end for 

 for all ED individuals in the ontology do 

 check if there are SC, SR or TSC instances that 

satisfy the individual def. 

 end for 

 for all E individuals in the ontology do 

 check if there are ED instances that satisfy the 

individual def. 

 end for 

 for all Event individuals which have Temporal 

Event Component individuals do 
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 extract Event instances that satisfy the individual 

def. 

 end for 

 for all S individuals in the ontology do 

 extract E instances that satisfy the individual 

def. 

 end for 

 execute all rules defined for E individuals to 

extract Additional Events. 

 

Concept Extraction Module: 

In concept extraction process, Concept Component 

individuals and extracted object, event, and concept 

instances are used. Concept Component individuals 

relate objects, events, and concepts with concepts. When 

an object or  event that is used in the definition of a 

concept is extracted, the related concept instance is 

automatically extracted with the relevance degree given 

in its definition. In addition, Similarity individuals are 

utilized in order to extract more concepts from the 

extracted components. The last step in the concept 

extraction process is executing concept rule definitions. 

k-nearest neighbor’s algorithm (k-NN) is a non-

parametric method used for classification and regression. 

In both cases, the input consists of the k closest training 

examples in the feature space. 

 
Fig 5. Concept Extraction Process 

Algorithm 

 for all CC individuals in the ontology do 

 check is there are O or E instances that satisfy 

the individual def. 

 end for 

 for all S individuals in the ontology do 

 extract C instances that satisfy the individual def 

 end for 

 execute all rules defined for C individuals 

 

Example on Ontology Construction: 

Office Activity 

Step 1: Collect the Domain Information needed for the 

construction of the ontology. 

Step2: Collect the activity’s, and find the relationship 

between the Activities and Objects. 

 

Activities 

 Enter 

 Exit 

 Print 

 Sit 

Step 3: Create the OWL classes Defining Actions , 

Events , Objects, Person 
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Step 4 : Define the class Property ,object , and Domain 

Range 

 
 

Step 5: Create Instances for each classes in individual 

tab office individual 

 
 

Step 6 : Open Jambalaya Tab to view the ontology 

construction . 

 

Step7 : Open SWRL tab to write the rules for actions 

 
 

Step 8 : To see the working 

 Create instances of SinglePerson that has 

properties mentioned in rules 

 run the SWRLJess tab 

 New instances are going to be added in the 

events classes 
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Experimental Results: 

Precision, Recall, BDA  values are taken are taken for 

performance analysis. Precision and Recall is calculated 

based on the following relation. 

 
where  ţdb and ţmb are the automatically detected event 

 
Figure 4 .Precision and Recall Value 

Figure 1: precision and recall values for different actions 

Figure 4 shows the precision,  recall, BDA  values  for 

basketball domain videos.  

 

CONCLUSION 

The primary aim of this project is to develop a 

framework for an automatic semantic content extraction 

system for videos which can be utilized in various areas, 

such as surveillance, sport events, and news video 

applications. The novel idea here is to utilize domain 

ontologies generated with a domain-independent 

ontology-based semantic content metaontology model 

and a set of special rule definitions. 
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