
                  Volume No: 2 (2015), Issue No: 6 (June)                                                                                                                      June 2015
                                                                                   www.ijmetmr.com                                                                                                                                                     Page 312

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

ABSTRACT:  

Big Data is very drastically every day growing the firms 
and other data pools. Importance of Big data is enhanc-
ing the power of productivity, technology, analysis, de-
sign, business intelligence and data mining. In big data 
having drawbacks are capture, storage, search, sharing, 
analysis, visualization, less accurate patterns, less reso-
lution, less performance and less quality of the cluster-
ing results. The proposed system uses this emerged 
the necessity of Big data techniques as Hadoop. The 
cluster problems such as cluster characteristic or be-
havior, divide into parts, cluster validity or rationality, 
and cluster performance or presentation, scalability. Fi-
nally to evaluating   the accuracy and quality of Hadoop 
clustering and Map reduce with Data sets such as Face 
book, Twitter, Temperature and Geological data.
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1. INTRODUCTION:
  
Data generated in different organization, industries 
and other data pools. It is all about better Analytic 
on a broader spectrum classify something in terms of 
data, and therefore capability and possible to create 
even more differentiation among industry peers. Big 
Data-Facts are every day creates 2.5 quintillion bytes of 
data. Big Data Similar to ‘Small-data’ but bigger  data 
requires Techniques, Tools, Architecture, Big Data Big 
Data Is more than just a DW that requires to store/anal-
ysis large volume of data.
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The volume big data is the term for a collection of data 
sets so large and complex that it becomes difficult to 
process using on-hand database management tools or 
traditional data processing applications. The challeng-
es include capture or gathering, curation or activity or 
process, data base maintained, search, sharing, trans-
fer, analysis, and visualization. The trend methods and 
technology to large amount of datasets is due to the 
additional information derivable from analysis of a sin-
gle large set of relevant, same data is five myths 1. Big 
Data is about Massive Data Volume 2. Big Data run on 

Hadoop3. Big Data Means Unstructured and struc-
tured data 4. Big Data is for Social Media Feeds and 
Sentiment Analysis 5. NoSQL means No SQL. Big data 
is the opportunity to extract insight from an immense 
volume, variety and velocity of data.The clusters canter 
residing in one map may have points within its purview 
that is part of the input data to another map function. 
The outputs from the reducer are then fed into the ap-
propriate mapper and reducer to begin the next round 
of processing. Hadoop Mahout is that implements de-
velopments some of the clustering and classification 
algorithms which have been modified to fit the Map-
Reduce model. 

The Mahout implementations have been deployed 
within Apache Hadoop a Map Reduce based cloud run-
time. Mahout has been designed to work specifically 
with Hadoop, there is nothing to preclude using the 
Mahout library within data pre-processing database 
system to supports the MapReduce paradigm and 
Clustering algorithms are an unsupervised machine 
learning technique that facilitates the creation of clus-
ters, which allow us to group similar and relevant items 
(also called observations) together so that these clus-
ters are similar in some definition of big data.

Improving the Quality and Accuracy of Clustering 
Algorithms on Big Data Sets Using Hadoop
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Clustering has more broad large applications in part of 
big data areas and industries such as data mining, large 
pre pre-exitsting database system, guidance of recom-
mendation systems, design pattern recognition, iden-
tification of understanding Clustering algorithms have 
certain unique characteristics Hadoop environment.

2. Related work: 

Big data is not equal to Hadoop. Hadoop is just its sub-
set of working of process of big data. There are much 
more areas and particular items being part of area. 
Many people think big data is about Hadoop technol-
ogy.  The key requirements are to understand and navi-
gate identity sources of big data to discover data base 
in that.  New technologies have emerged on design of 
Hadoop big data to creation of catalogs, research and 
handle diverse sources of big data.  Hadoop is a collec-
tion of open source capabilities.  Two of the most out-
standing on Hadoop File System for storing a variety 
of information and map reduce a parallel processing 
engine.  Data warehouses to maintained big data- the 
volume of un structured to change the structured data 
is growing quickly implanted some of new application.  
The ability to run deep analytic and difficulty queries on 
huge volumes of structured data is a big data problem 
is converting to unstructured to structure.  It requires 
massive parallel processing data warehouses and pur-
pose-built appliances for deep analytics. Big data is just 
at resets also in motioned data to up loading, updated 
Streaming data represents query on to retrieve the 
data an entirely different big data problem the enable 
to quickly analyze and act upon data while it’s still mov-
ing and respond the database. This new technology 
opens a world of possibilities from processing volumes 
of data that were just not practical to store on big data 
analytics’ to solve  and  detecting  the problems insight 
and responding quickly of database on user .  As much 
of the worlds big data is unstructured and in data con-
tent, data analytics is a difficult component to analyze 
and derive meaning from text.    Integration and gover-
nance of technology implements establishes the verac-
ity of big data, and is critical in reminder whether infor-
mation on big data is trusted.  The reason that big data 
is currently a hot topic is partly due to this technology. 

3. Background &Literature review:
 
Bigdata sets using clustering on Hadoop mahout, the 
technical Support call centers frequently receive sev-
eral thousand customer queries on a daily basis.

Traditionally, such organizations discard data related 
to customer enquiries within a relatively short period 
of time due to limited storage capacity. The value of 
retaining and analyzing, information has become clear, 
enabling call centers’ to identify customer patterns, 
improve first call resolution and maximize daily closure 
rates. Hadoop programming model, extended ecosys-
tem of Mahout Big Data Analytics library for categoriz-
ing similar support calls for large technical support data 
sets.The clustering and classification on large data sets 
on MapReduce to work of Big data processing is cur-
rently becoming increasingly important in modern due 
to the continuous growth of data generated by various 
fields such as particle physics, human genomics, earth 
observations etc. However the efficiency of processing 
large-scale data on modern infrastructure is not clear 
of large set of data has to be taken for analysis as size 
of data grows in exponentially. Hadoop is one such 
framework that offers distributed storage and paral-
lel data processing to build a combined clustering and 
classification model that run on Hadoop to process Big-
data. To optimize the performance of Bigdata analysis 
by integrating clustering and classification concepts 
with map reduce paradigm of Hadoop architecture.

The parallel power iteration clustering Distributed 
Data Mining is most popular topic in research area be-
cause as data are increasing in day to day life there are 
so many problems occurs to handle them and there 
are also a solutions for that but still they are not as per 
expectation, still there are some issue already there in 
the Distributed Data Mining, among them mainly we 
are focus in this papers that about reducing computa-
tional. Bigdata in hierarchical clustering MapReduce is a 
software framework that allows certain kinds of paral-
lelizable or distributable problems involving large data 
sets to be solved using computing clusters in internet 
users by mining a huge volume of web access log of up 
to 500 gigabytes.The hierarchical clustering algorithm 
used MapReduce, a parallel processing framework over 
clusters on dataset. Implementation of the algorithms 
suffers from efficiency problem memory and higher ex-
ecution time large datasets with Map-Reduce dimen-
sion of feature vectors and eliminate noise features. 
MapReduce is the most popular cloud computing pro-
gramming model nowadays. It provides programmers 
with powerful APIs by encapsulating the details of par-
allelism, fault tolerance and load balancing. So cluster 
to improve the efficiency of time-consuming applica-
tions is an economical and efficient solution.
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4. Implementation:

 
Fig 1: process of implementation

Apache Hadoop: 

Open-source software for dependable scalable, distrib-
uted computing Allows for the distributed processing 
of large data sets across clusters of computers De-
signed to scale up from single servers to thousands of 
machines offering local computation and storage High-
availability on top of a cluster of computers. Apache 
Hadoop Modules Hadoop Common: The most common 
utilities that support the other Hadoop modules using 
to doing the MapReduce and clustering datasets.

HBase:

Table storage for structured data Modeled on Google’s 
Bitable Row/column store Billions of rows/millions on 
columns Column-oriented - nulls are free. To need ran-
dom write, random read or both (but not neither) need 
to number of of operations per sec on multiple TB of 
data, to access patterns are simple Column – oriented 
database (column families)

Table consists of Rows, each which  has a primary  »
Key (row key)

Each Row may have any number of  columns »
Table schema only defines Column  familes »
Each cell value has a timestamp »
Get (row) »
Put (row, Map<column, value>) »
Scan (key range, filter) »
increment (row, columns) »
Check and Put, »

Read one column value from a row
Cell = table. get (“test_row1”,
 “columnfamily1:column1”);
To read one row with any columns, use HTable#getRow 
() method. Row Result single Row = table.getRow(Bytes.
toBytes (“test_row1”));

5. Results:

Fig 2: Cluster quality of Hadoop Clustering Algo-
rithms

The output of the clustering algorithms is now exam-
ined as well as the accuracy of the clusters. Perfor-
mance of evolution of quality improve of clustering 
results by using of Hadoop on big data sets, in that 
to any data sets to analyze and read the file to write 
the map reduce programming data sets after results 
to perform the Hadoop mahout clustering. In that re-
sults to store the data sets to push the data in HBase 
or Hive, to retrieve data them to write Nosql com-
mand in Hive or HBase see the comparison of cluster-
ing process and results all considered clustering algo-
rithms for clusters on data sets related to evaluation 
of performance issues and clarity of results. The same 
of the results similar as k-means, fuzzy k-means with 
a pre-processing, to evaluate the clustering capturing 
results, evalution of  mean,min,max,sd execution time 
of Hadoop clustering,mapreduce perfomnce results  It 
can be  fined out the results are k-means, fuzzy k-means 
with Hadoop using The number of  data sets included 
in the clusters is comparable using all techniques. The 
output of the probability of clustering results more 
performance of evaluation, clarity of clustering results 
on data sets with use of Hadoop.
 
6. Conclusion
 
Clustering is the well designed as it may easily over-
come many clustering issues such as cluster tendency, 
cluster partition and cluster validity. Although they are 
many clustering algorithms in Mahout and Weka are 
unwanted elements to effective ones. In the mahout 
it performs clustering algorithms and evaluated, and 
also Cluster Cohesiveness and Cluster Quality of all the 
clustering algorithms in Hadoop Mahout by giving the 
regular Bigdata sets.
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To evaluate the datasets in data pre-processing and Ha-
doop clusters and Hadoop map reducing on dataset to 
calculate the accurate the results and decries the eval-
uation time of data sets. Mahout is capable of manag-
ing large amount of data as it supports scalability, its 
clustering algorithms are well designed as it may easily 
overcome many clustering issues such as cluster ten-
dency, cluster partition and cluster validity. Although, 
they are many clustering algorithms on Mahout, now 
they are refined to effectiveness evaluated the perfor-
mance, Cluster cohesive and good Quality results of all 
the clustering algorithms in Hadoop by giving the Stan-
dard Bigdata datasets. 
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4. Implementation:

 
Fig 1: process of implementation
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The output of the clustering algorithms is now exam-
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of performance issues and clarity of results. The same 
of the results similar as k-means, fuzzy k-means with 
a pre-processing, to evaluate the clustering capturing 
results, evalution of  mean,min,max,sd execution time 
of Hadoop clustering,mapreduce perfomnce results  It 
can be  fined out the results are k-means, fuzzy k-means 
with Hadoop using The number of  data sets included 
in the clusters is comparable using all techniques. The 
output of the probability of clustering results more 
performance of evaluation, clarity of clustering results 
on data sets with use of Hadoop.
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Clustering is the well designed as it may easily over-
come many clustering issues such as cluster tendency, 
cluster partition and cluster validity. Although they are 
many clustering algorithms in Mahout and Weka are 
unwanted elements to effective ones. In the mahout 
it performs clustering algorithms and evaluated, and 
also Cluster Cohesiveness and Cluster Quality of all the 
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To evaluate the datasets in data pre-processing and Ha-
doop clusters and Hadoop map reducing on dataset to 
calculate the accurate the results and decries the eval-
uation time of data sets. Mahout is capable of manag-
ing large amount of data as it supports scalability, its 
clustering algorithms are well designed as it may easily 
overcome many clustering issues such as cluster ten-
dency, cluster partition and cluster validity. Although, 
they are many clustering algorithms on Mahout, now 
they are refined to effectiveness evaluated the perfor-
mance, Cluster cohesive and good Quality results of all 
the clustering algorithms in Hadoop by giving the Stan-
dard Bigdata datasets. 
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