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Abstract:

The challenges in local-feature-based image matching 
are variations of view and illumination. Many methods 
have been recently proposed to address these prob-
lems by using invariant feature detectors and distinc-
tive descriptors. However, the matching performance 
is still unstable and inaccurate, particularly when large 
variation in view or illumination occurs. In this paper, 
we propose a view and illumination invariant image-
matching method. We iteratively estimate the relation-
ship of the relative view and illumination of the images, 
transform the view of one image to the other, and nor-
malize their illumination for accurate matching. 

Our method does not aim to increase the invariance of 
the detector but to improve the accuracy, stability, and 
reliability of the matching results. The performance of 
matching is significantly improved and is not affected 
by the changes of view and illumination in a valid range. 
The proposed method would fail when the initial view 
and illumination method fails, which gives us a new 
sight to evaluate the traditional detectors. We propose 
two novel indicators for detector evaluation, namely, 
valid angle and valid illumination, which reflect the 
maximum allowable change in view and illumination, 
respectively. Extensive experimental results show that 
our method improves the traditional detector signifi-
cantly, even in large variations, and the two indicators 
are much more distinctive.

Introduction:

Image matching is a fundamental issue in computer vi-
sion. It has been widely used in tracking , image stitch-
ing , 3-D reconstruction , simultaneous localization and 
mapping (SLAM) systems , camera calibration , object 
classification, recognition, and so on. Image matching 
aim to find the correspondence between two images 
of the same scene or objects in different pose, illumina-
tion, and environment.
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In this paper, we focus on local feature-based image 
matching. The challenges of this work reside in stable 
and invariant feature extraction from varying situations 
and robust matching. In image matching, key region or 
point of interest is often used as the local feature due 
to its stable performance in detection and description. 
A region feature is usually derived from a circle or el-
lipse with certain location and radius and is effective 
and efficient, compared with other types of features 
such as edges and contours. Therefore, region fea-
tures are extensively used in real applications. Gener-
ally speaking, the framework of a region feature based 
image matching consists of three steps.

Detecting stable regions:

Interesting points are extracted from images, and the 
region of interest is the associated circular (or ellipti-
cal) region around the interesting point.Generally, re-
searchers use corner (Harris, SUSAN, CSS , etc.) or cen-
ter of silent region (SIFT, SURF , DoH, HLSIFD, etc.) as 
the interesting point since they are stable and easy to 
locate and describe. The radius of the region is deter-
mined by apriori setting (Harris corner) or the region 
scale (scale invariant features). The total number of 
features detected is the minimum number of the fea-
tures extracted from the matched images.

Describing regions:

Color, structure, and texture are widely used to de-
scribe images in the recent literature. Descriptors with 
edge orientation information (SIFT and HOG) are also 
very popular since they are more robust to scale, blur, 
and rotation. Matching features. Local features from 
two images are first matched when they are the near-
est pair. A handfulof distances can be used in practice, 
such as distance,  distance, histogram intersection dis-
tance, and earth mover’s distance .

A Novel Algorithm for Pose and illumination Invariant 
Image Matching
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If the nearest distance is higher than k times ( em-
pirically) of the second nearest distance, the nearest 
matching pair will be removed. These are the very ini-
tial matching results. Then the priori hypothesis of the 
object transform filters the un-uniform transformed 
matches. In this paper, we simply use planar objects to 
show the effectiveness of the proposed method. For 
the multitransform problem, the proposed method 
could be also integrated. Random sample consensus 
(RANSAC),is used to select the uniform or multiple 
transformations set from all the matches.The three 
parts of the detect–describe–match (DDM) frame-
work determine the performance of image matching. 
The first step is the basis of this framework. Unstable 
and variant features increase the difficulties of the next 
two steps. Researchers mostly focus on the first step 
for invariant feature extraction and have proposed 
many excellent detectors .

Scale Invariant feature transform:

Image matching is a fundamental aspect of many prob-
lems in computer vision, including object or scene rec-
ognition, solving for 3D structure from multiple imag-
es, stereo correspondence, and motion tracking. This 
paper describes image features that have many prop-
erties that make them suitable for matching differing 
images of an object or scene. The features are invariant 
to image scaling and rotation, and partially invariant to 
change in illumination and 3D camera viewpoint. They 
are well localized in both the spatial and frequency do-
mains, reducing the probability of disruption by occlu-
sion, clutter, or noise. Large numbers of features can 
be extracted from typical images with efficient algo-
rithms. In addition, the features are highly distinctive, 
which allows a single feature to be correctly matched 
with high probability against a large database of fea-
tures, providing a basis for object and scene recogni-
tion.

However, an important experience of a pervious work 
is that all the aforementioned feature detectors are not 
strictly invariant to the changes of view and illumina-
tion. The same interestingregions extracted from the 
matching images tend to be fewerand fewer when in-
creasing the variation of view or illumination. For larg-
er changes, there would be few invariant features that 
can be extracted from both images to be matched. This 
motivates us to think the essential difference of images 
with different view and illumination. Normally, a ques-
tion need to be answered: whether an object in two 
images with different views and illumination looks like 
the same one, supposing there are two images with a 
large view change, as shown in Fig. 1. The two top im-
ages are the same object in different views. They are so 
different in appearance that they can be considered as 
two different objects. We do not attempt to find invari-
ant local feature detectors as in a previous work but 
focus on a better framework for image matching.

The cost of extracting these features is minimized by 
taking a cascade filtering approach, in which the more 
expensive operations are applied only at locations that 
pass an initial test.Following are the major stages of 
computation used to generate the set of image fea-
tures:

1.Scale-space extrema detection: The first stage of com-
putation searches over all scalesand image locations. 
It is implemented efficiently by using a difference-of-
Gaussianfunction to identify potential interest points 
that are invariant to scale and orientation.

2.Keypoint localization: At each candidate location, a 
detailed model is fit to determinelocation and scale. 
Keypoints are selected based on measures of their sta-
bility.

3.Orientation assignment: One or more orientations 
are assigned to each keypoint locationbased on local 
image gradient directions.

Block Diagram:
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All future operations are performedon image data that 
has been transformed relative to the assigned orienta-
tion, scale, andlocation for each feature, thereby pro-
viding invariance to these transformations.

4.Keypoint descriptor: The local image gradients are 
measured at the selected scalein the region around 
each keypoint. These are transformed into a represen-
tation thatallows for significant levels of local shape 
distortion and change in illumination.

This approach has been named the Scale Invariant Fea-
ture Transform (SIFT), as it transformsimage data into 
scale-invariant coordinates relative to local features.An 
important aspect of this approach is that it generates 
large numbers of features thatdensely cover the image 
over the full range of scales and locations. 

A typical image of size 500x500 pixels will give rise to 
about 2000 stable features (although this number de-
pends on both image content and choices for various 
parameters). The quantity of features is particularly 
important for object recognition, where the ability to 
detect small objects in cluttered backgrounds requires 
that at least 3 features be correctly matched from each 
object for reliable identification.

For image matching and recognition, SIFT features 
are first extracted from a set of referenceimages and 
stored in a database. A new image is matched by indi-
vidually comparing each feature from the new image to 
this previous database and finding candidate matching 
features based on Euclidean distance of their feature 
vectors. This paper will discuss fast nearest-neighbor 
algorithms that can perform this computation rapidly 
against large databases.

The keypoint descriptors are highly distinctive, which al-
lows a single feature to find itscorrect match with good 
probability in a large database of features. However, in 
a clutteredimage, many features from the background 
will not have any correct match in the database,giving 
rise to many false matches in addition to the correct 
ones. The correct matches can be filtered from the full 
set of matches by identifying subsets of keypoints that 
agree on the object and its location, scale, and orienta-
tion in the new image.

Discarding low-contrast keypoints:

To discard the keypoints with low contrast, the value 
of the second-order Taylor expansion   is computed at 
the offset  . If this value is less than  , the candidate key-
point is discarded. Otherwise it is kept, with final loca-
tion   and scale  , where   is the original location of the 
keypoint at scale  .

Fig:Group of photos used for comparision and trans-
formation of the images.

Keypoint localization:

Scale-space extrema detection produces too many 
keypoint candidates, some of which are unstable. The 
next step in the algorithm is to perform a detailed fit to 
the nearby data for accurate location, scale, and ratio 
of principal curvatures. This information allows points 
to be rejected that have low contrast (and are there-
fore sensitive to noise) or are poorly localized along an 
edge.
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Fig:key point localization

Accurate keypoint localization:

Once a keypoint candidate has been found by compar-
ing a pixel to its neighbors, the next step is to perform 
a detailed fit to the nearby data for location, scale, and 
ratio of principal curvatures. This information allows 
points to be rejected that have low contrast (and are 
therefore sensitive to noise) or are poorly localized 
along an edge. 

The initial implementation of this approach (Lowe, 
1999) simply located keypoints at the location and 
scale of the central sample point. However, recently 
Brown has developed a method (Brown and Lowe, 
2002) for fitting a 3D quadratic function to the local 
sample points to determine the interpolated location 
of the maximum, and his experiments showed that this 
provides a substantial improvement to matching and 
stability.

RESULT ANALYSIS:

CONCLUSION:

In this paper we have prop[osed an image matching  
novel algorithm for the iterative work for local feature 
detector ang matching algorthms. The performance 
of matching is significantly improved and is not affect-
ed by the changes of view and illumination in a valid 
range.
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The proposed method would fail when the initial view 
and illumination method fails, which gives us a new 
sight to evaluate the traditional detectors.extensive 
experimental results show that our method improves 
the traditional deteectors even in large variations and 
new indicators are distinctive.
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