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Abstract:

An FPGA based, 3x3 router using buffer resizing tech-
nique for 1D and 2D network on chip architecture has 
been designed and implemented. These routers are re-
configurable and they are capable of transmitting both 
1D and 2D packets throughout the network. The laten-
cy in transmitting packets is decreases with increasing 
the depth of the buffers; this consumes more area in 
the routers. The reconfigurable router designed here 
uses “Buffer Resizing Technique” which reduces the 
depth of the static buffers present in the router. This 
reduces the area of the router without increasing the 
latency in the network.The proposed design is imple-
mented in SPARTAN3 FPGA by using Xilinx ISE 13.4 and 
simulated in modelsim 6.3f.

Keywords:
Network on chip, Buffer resizing technique, FSM, FPGA, 
LUT.

I.INTRODUCTION:

Moore’s Law continues to reduce the device feature 
size and increase system performance. Hence, we 
observe a trend of increasingly complicated architec-
tures, enhanced clock rates and on chip logic density. 
One emerging architecture is Network-On-Chip (NoC). 
This new design is quickly replacing older design strat-
egies from the bus architectures of micro-electronic 
chips. NoCs have been instrumental in achieving high 
bandwidth; low latency and scalable multi-core inter 
communication architectures in order to keep up with 
Moore’s law.But NoCs still face some limitations. First-
ly, in NoC architectures, numbers of cores share the 
workload of a task. Data transmission from one core 
to different core is very frequent and therefore, much 
emphasis needs to be done on area. Power utilization 
limits how many cores can be placed on single chip and 
can be utilized efficiently at the same time. 
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Thus, reducing energy utilization per logic operation is 
becoming very much important to keep power dissipa-
tion within the limit. Secondly, since all the cores are 
connected through an interconnect fabric, be it bus, 
ring or mesh. The interconnect topologies play a major 
role in the performance of the network. Therefore, it 
is clear that router energy utilization and interconnect 
fabric topologies are the two leading factors that lim-
it the performance of NoCs. Several researches have 
been made to improve the NoC performance through 
communication and power. For instance, suggests 
that  the performance can only be achieved if the NoCs 
moves away from a homogeneous fabric and become 
more to a heterogeneous hierarchical network. It also 
effects data locality to reduce interconnect usage and 
power utilization. The reason behind this concept is 
that if the data has to travel over several hops, then 
there will be more amount of power utilization by the 
routers and interconnects. 

Thus, this technique does not always apply to existing 
approaches. For instance, if there is an added hierarchy 
of interconnect which has a direct access to processing 
elements within close path, then there will be consider-
able reduction of power utilization if data has to move 
to one of the intra cluster processing elements.The use 
of Field Programmable Gate Array (FPGA) as enabling 
technology for the NoC is becoming very much popular 
due to the flexibility provided by the FPGAs in terms 
of re-configurability of the design, underlying the net-
works, associated bandwidths and last but not least in 
design validation. With the evolution of the semicon-
ductor processing technology it has been possible to 
visualize FPGA devices comprising the millions of LUTs 
and will have number of soft cores and other macro 
blocks such as memory, co-processor’s etc. Once again 
the use of NoCs to configure a heterogeneous design 
within such FPGAs will reduce design and validation 
cycles and enable more complex architecture’s imple-
mentations on this platform.

Design of Reconfigurable Router for NOC Applications 
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The major contributions of this paper are: a) design of 
a cross platform packet switch NoC router, b) a novel 
pipeline architecture for single cycle latency of data 
traversal per hop resulting in low latency and power 
dissipation, c) ability to use router in a globally asyn-
chronous, locally synchronous (GALS) NoC, d) analysis 
of latency, power dissipation and FPGA utilization by 
subjecting several network topologies to various traf-
fic test conditions post design synthesis and emulation. 
Packet switch routers traditionally provide low latency 
and the flexibility in terms of packet configuration and 
data transfer size. Using such an interface enables the 
construction of both 1-D and 2-D NoC architectures with 
high scalability.The purpose of switch allocation for a 
set of input’s/output’s port is made dynamically by the 
round robin priority logic located at each allocator of 
the arbiter block and three state finite state machine 
(FSM) of each output port. The design is well-known 
in the sense that under zero load latency, the incom-
ing data is located on the output buffer in just 1 clock 
cycle by parallelizing operations of look ahead logic 
for the downstream router’s output channel and the 
arbitration for the present router. Hence, the inter hop 
delay and dynamic power dissipation are substantially 
reduced and presents a significant advantage over and 
other synchronous NoC routers.

II.BACKGROUND

A.FPGA BASED ROUTER DESIGN

An FPGA based, single cycle, low latency router design 
that can be reconfigured to 1-D and 2-D network on chip 
architectures is proposed. The design is highly scalable 
and exploits the features provided by any standard 
FPGA platform and can be easily ported to an ASIC or 
any other FPGA platform. Due to the highly intercon-
nect-centric nature of NoCs, the built-in resources of an 
FPGA in terms of routing channels and on chip logic are 
ideal and providea well-utilized platform for the router 
design.The packet length for this design is extremely 
flexible and each packet transferred from one router 
to another is divided into a header flit, a series of body 
flits concluded by a tail flit as shown in figure 1. The 
header flit contains all the information a router needs 
to configure its crossbar in order to send the flit to the 
desired downstream router and set up the channel for 
following body flits. When a tail flit passes through a 
router, it indicates the end of the packet and de-allo-
cates all resources for the current router.

The output port is available to be associated to an in-
put port only during an idle state. Once a flit is received 
from the input port, the output port moves into the 
active state and is ready to transfer data to a down-
stream router. The transmission however depends 
upon the status of the credit buffer. The credit buf-
fer keeps account of available buffer locations at the 
downstream routers. This method is also known as the 
credit based flow control. The credit buffers counter 
decrements when a flit leaves the output port and the 
counter increments when it receives a ‘credit in’ sig-
nal from the downstream router. The credit in signal 
is generated only when a flit leaves the downstream 
router. This flow control mechanism alleviates conges-
tion issues associated with the NoC system. Once the 
tail flit leaves the output port, the state machine goes 
back to the idle state as a downstream buffer indicates 
an open space for any future incoming flit.

B.Arbiter:

This block works in conjunction with a round robin pri-
ority encoder and the credit based flow control fsm. 
Due to this design choice, a very efficient way of con-
gestion control and avoiding resource starvation was 
deployed. The arbiter has four allocators, one for each 
input-output port pair. The arbiter may receive resource 
allocation request from all four input ports simultane-
ously, and hence the priority logic is essentially pro-
cessing multiple requests and once an output channel 
is matched to an input port, the selection logic holds 
the allocator active till a tail flit is processed through 
the crossbar.

C.Crossbar switch:

The switch is implemented using four 4x1 multiplexers 
(mux). The output of each mux is registered and goes 
straight to its corresponding output port. The crossbar 
is controlled by one of the select signals from the arbi-
ter block.

Fig.3. Node to node data traversal

Fig. 1. Router packet structure

 
Fig. 2. Architectural block diagram of router

Figure 2 shows the block diagram of architecture of the 
router. The block diagram includes:
A.Input /Output Ports
B.Arbiter
C.Crossbar Switch

A.Input & output ports:

The input port has look-ahead logic to determine the 
forwarding path of data for the downstream router. 
Upon receiving a header flit, the logic quickly checks if 
the destination address matches the current router’s 
address, if so then the data is sent to the core port 
and it never requests an output port from the arbiter. 
Otherwise, dimensional order routing is used to com-
pute the forwarding path. This logic computes the new 
output channel (oc) value and replaces the current oc 
value in the header flit for the downstream router. The 
incoming header flit has the 2 bit encoded oc informa-
tion which is the enumerated specific output channel 
to be used by the current router in flit transfer. The 
output ports follows a three-state FSM having the idle, 
active and wait credit states.

The ability to reduce the zero load latency per hop to 
just 1 clock cycle is a significant improvement over and 
which take a least 2 cycles and other contemporary 
NoC routers which require 7-8 cycles. The design of 
the router primarily comprises of combinational logic 
implemented via FPGA primitive LUTs. The biggest ad-
vantage of such a design practice is the minimal impact 
on the critical path time budget. The LUTs contribute 
to very little logic delay and improve the FPGA utiliza-
tion percentage and power dissipation as they are im-
plemented with maximum efficiency by the synthesis 
tools. Due to these combined features, an 8x8 mesh 
was architected as an attempt to fully utilize the target 
FPGA and still leave room for scaling it up further.

B.Specification:

Software Requirement Specification: 

•Operating System:  Windows XP with SP2 
•Synthesis Tool: Xilinx 13.4 ISE
•Simulation Tool: Modelsim6.3f. 

Hardware Requirement specification:  
                
•Minimum Intel Pentium IV Processor
•Primary memory:  2 GB RAM, 
•Spartan III FPGA
•Xilinx Spartan III-EFPGA development board
•JTAG cable, Power supply

Here Spartan 3 tools will use to work on this project, 
it has the operating speed of 100MHZ on board, and 
it also has soft processor Micro Blaze. And I working 
on tools like Xilinx ISE 13.4 and also work on simulation 
software ModelSim6.3c.

III.PROJECT METHODOLOGY:

Below flow graph shows the method or procedure of 
the project, and each block present in the flow graph is 
briefly explained below:

Specification:  Here Spartan 3 device will use to work 
on this project, it has the operating speed of 100MHZ 
on board, and it also has soft processor Micro Blaze. 
And I work on tools like Xilinx ISE 12.2 and also work on 
simulation software ModelSim6.3c.
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Block Diagram: In this architecture for Reconfigu-
rable Router for NoC Applications on FPGA.
Logic Design: In this project logic design will be use 
to design architecture for Reconfigurable Router for 
NoC Applications on FPGA.
Verilog: To work on this project Verilog language will 
use for the implementation of architecture for Recon-
figurable Router for NoC Applications on FPGA  in Xilinx 
ISE 13.4.
Synthesis: After combining, testing has to do, i.e 
whether the program is working properly or not, if yes 
it will continue with next process else it has to rewrite 
or correct. After correction again test the program, if 
its successfully working then it will be implement.
Implementation: All the process till testing will im-
plement in this step.
Physical Dumping: In this step implementation of 
the project will dump into the FPGA.
Physical Testing: Finally the project will be test in the 
FPGA kit.

Fig4: FPGA Data Flow

IV.PROPOSED STRUCTURE:

A buffer is a region of a physical memory storage device 
and is also used to temporarily store the data while it 
is being moved from one place to another place. The 
data is stored in a buffer as it is retrieved from an input 
device or just before it is sent to an output device.NOC 
have a relative area and delay overhead compared to 
the buses. These can be improved in application spe-
cific systems where heterogeneous communication 
infrastructures provide high bandwidth in a localized 
fashion and reduce underutilized resources. One ap-
proach for improving area and/or delay of NoCs is to 
consider dynamic adaptation of the resources at run-
time. Routers need buffers, routing tables, a switching 
circuit and arbiters within it. Thus, they occupy more 
area than a bus based networksThe efficiency of the in-
terconnected network can be improved if the runtime 
changes. 

A system running a set of applications can benefit from 
the runtime reconfiguration of the topology and of 
the routers to improve performance, area and power 
consumption considering a particular data communi-
cation pattern. Customizing the number of ports, the 
size of the buffers, the switching technique, the rout-
ing algorithm and the switch matrix are possible run-
time changes that can be considered in a dynamically 
adaptive NoC. One way to overcome the relative area 
and delays associated with the Networks-on-chip is by 
using the buffer resize technique.
 	
Buffer resizing technique can be used to improve la-
tency or minimize the area and delay of a router. For 
heavy loaded networks the buffer size increases which 
will decrease blocking of packets. Since, buffers can 
be emptied faster because the following buffers in the 
path have higher probability of not being full. The aver-
age latency grows faster with increasing injection rate 
for NoCs with smaller buffers. The latency decreases 
rapidly when the depth of most utilized buffers are 
doubled. There are mainly different methods in imple-
menting buffer resizing technique. Firstly, in this a chan-
nel may borrow some buffer units from its neighbor. 
This method uses extra multiplexers so that any buf-
fer unit can be assigned to a neighbor. If this method 
is implemented on FPGA, then the buffers have to be 
implemented as registers, which can be very expensive 
in terms of resources. So this solution is does not work 
for FPGA.
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Secondly, a centralized buffer structure is proposed 
in this method, which dynamically allocates buffer re-
sources based on traffic requirements. Each and every 
buffer is divided into slots which are implemented as 
registers. Slots are than linked by one linked list. This 
centralized buffer management approach dynamically 
allocates buffer slots to different packets according to 
the traffic needs. Again the problem occurred with this 
method. The problem is that, they are quite expensive 
in terms of resources when implemented on FPGA. 

And the third method of buffer resizing technique 
which greatly reduces the area and latency of the net-
work compared to the previous two methods. Here we 
use the use of floating buffers that can be assigned to 
any output port to increase their buffering size. With 
extra buffers it is possible to reduce the size of the 
fixed buffers to a minimum (e.g., 16 words) and then 
dynamically compensate for the lack of buffering by 
assigning the floating buffers to the output ports. The 
router will have a structure similar to the static router, 
except that the adaptive router includes a few extra 
modules to control the floating buffers and to dynami-
cally put them in the data path of the router.

Fig.5. Architecture of an adaptive router with buffer 
resize.

Figure 5 shows an architecture having a single float-
ing buffer that can be associated with any output port, 
except with the local port. This port has not been 
considered since we assume the processing element 
connected to the local port is unable to collect data 
simultaneously from two inputs. The arbiter associ-
ated with an output port receives the requests from 
the input ports and grants access to its buffer. Case the 
static buffer is full and the floating buffer is assigned to 
it then it grants access to the floating FIFO. If the float-
ing FIFO gets full then it returns to the static FIFO.

The floating buffer is controlled by the floating buffer 
controller. The floating buffer can be reassigned only if 
it is empty and the controller assigns it to a port having 
a full fixed buffer for at least five cycles. For a fair as-
signment, all eligible ports for assignment (those with 
full static buffers) are chosen in a round-robin manner. 
Using more floating buffers we can improve the perfor-
mance from 4% to 7%.

V.RESULTS:

This project mainly focuses on dynamic buffer resizing 
technique for NoC architecture. All communication sys-
tem needs the buffers to store the data in it either at 
input side or at output side. As the buffer size start in-
creasing, the area increases as well hence, buffer size is 
limited, which will have the impact on the performance. 
Here we are using two types of buffers namely,

•Static buffers &
•Dynamic or floating buffers.
	
All these approaches aim to increase the throughput 
and minimize the latency which, by means of virtual 
channel flow control. In statically allocated buffer ar-
chitecture, size and organization are design time con-
straints and thus, do not perform optimally for all traffic 
conditions. In addition, statically allocated virtual chan-
nel consumes a waste of area and significant leakage 
power. However, dynamic buffer allocation scheme 
claims that buffer utilization can be increased using dy-
namic virtual channels. Static buffers are fixed buffers 
where as dynamic buffers varies with the application.

Fig 6.
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Fig 7.

 
Fig 8.

VI.CONCLUSION:

This Project mainly predicts on adaptive buffer where 
we have many input nodes and output nodes with cor-
responding buffers. Buffer size is proportional to area 
hence here adaptability has a great significance over 
area as well as performance. We are planned to design 
dynamic architecture of router using adaptive buffer 
resize technique. So new concept and new router de-
sign in 2D architecture.

VII.FUTURE WORK:

In future, we can increase the router size like 4X4, 5X5 
etc, and architecture to allow more data packets in 2D 
NOC.
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