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ABSTRACT:

The present communication system demands fast, 
large and secured data to be transmitted. The speed 
of the communication systems basically depends on 
three factors. The first is Band width of medium, sec-
ond is SNR and third is compression technique we use. 
The recent trend in communication is colour images of 
videos which has large data. 

This makes the data transmission slow. One possible 
solution to overcome this features is image compres-
sion, which will be used to reduce the storage capacity 
i.e., gray scale and true color images and also to trans-
mit an image with limited bandwidth. 

It plays an important role to utilize the bandwidth in 
an efficient and economical method. The technique 
that is adapted must not degrade the perceptual visual 
quality of an image.  In this proposal, we explored an 
image compression techniques using discrete wavelet 
decomposition with its threshold approaches by using 
Haar and Biorthogonal wavelets. 

Experimental analysis of these techniques has been an-
alyzed using image quality metrics such as Peak Signal 
to Noise Ratio (PSNR), Mean Square Error (MSE) and 
Compression Ratio (CR).It is concluded that better CR 
was achieved with Haar wavelet.  

Index terms: 
Compression, Wavelet Decomposition, Compression 
Ratio, PSNR and MSE.
  
I.INTRODUCTION:

The future communication system demands large stor-
age, efficient and fast transfer of data.
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There is a rapid growth in multimedia world, telecom-
munications, and cellular communication and even in 
Web communication, everyone need to store large 
data with the available bandwidth. In order to store 
more data in limited space, the technique called com-
pressing the data [1] to the reduced size from the ac-
tual without loss of information.  Every moment Giga 
bytes of images are sharing among the various com-
munication channels, in order transmit the images over 
communication channel, one must reduce the size of 
image without degrading the perceptual visual quality 
of image to download it by the receiver easily. 

To minimize the size of image file without disturbing the 
original visual quality of image and which allows being 
stored up many more images in a single storage disk 
or in available memory space, one possible solution is 
image compression [2]. Minimizing the size of graphic 
file give us an advantage of transferring it through the 
web in lesser time than it required and also it reduces 
the bandwidth requirement. To transmit data in an ef-
ficient manner by minimizing the irrelevance and to im-
prove the redundancy, one might have to use image 
compression as an effective tool. The most popular 
image compression techniques such as JPEG [2-4] and 
JPEG2000 [5] have been implemented due to the band-
width demand and to achieve less capacity storage.

However, these techniques were suffering from higher 
bit error rate. From the past decades, so many image 
compression schemes have been developed and exe-
cuted successfully, but still there are more researchers 
trying to propose innovative algorithms. Recently, a 
new image compression algorithm employed, which is 
called as discrete wavelet transform, to overcome the 
drawbacks in JPEG [2-4] and JPEG2000 [5], because of 
its multi resolution nature, flexibility and scalability. 

Image Compression Techniques Using Discrete Wavelet 
Decomposition with Its Thresholding Approaches
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The wavelet transform isolates the image into several 
sub bands like approximation coefficients and detail 
coefficients i.e., approximation as LL and details as LH, 
HL and HH. LL sub band contains the original informa-
tion of pixels or image and detail sub bands consists 
of horizontal, vertical and diagonal information of im-
age. The threshold value will depends on the informa-
tion which we obtained from the detail sub bands. Im-
age compression has been divided into two segments 
first, lossless image compression, in which 100% energy 
retained after the compression of image and second, 
lossy image compression, in which the information will 
be lost after compressing the image. The Higher com-
pression ratio is the main goal of image compression 
techniques; this will be obtained by selecting the opti-
mal threshold value. 

II.LITERATURE SURVEY:

In the past many researchers have developed image 
compression algorithms based on various standards, 
spatial methods and transformation techniques. All of 
them have their own drawbacks in terms of perceptual 
visual quality, compression ratio and mean square error 
etc. . In 1990, Hui et. al. proposed [1] an adaptive block 
truncated coding (ABTC) method for compressing the 
image, in it  he designed a minimum mean square error 
(MMSE) quantizer to compress the image. This meth-
od tried to optimize the output levels of quantization 
based on the image pixel blocks locality. Performance 
results were superior to standard BTC and absolute 
moment BTC (AMBTC). 

Error rate could not be reduced by ABTC and more 
over it degrades the image quality, because of image 
blocks, it is impossible to recover lossless image at 
the receiver end. Later in 2004 Joint Photograph Ex-
pert Group (JPEG) standards have been developed to 
compress the image based on discrete cosine trans-
form [2-5]. This standard was well suited for any type 
of image such as medical, satellite, synthetic aperture 
RADAR (SAR), remote sensing and even for natural im-
ages. But, it will not reduce the number bit errors after 
decompressing the image. Afterwards, the extension 
to the JPEG standard image compression called JPEG 
2000 has been proposed [6], it gives somewhat bet-
ter performance than the JPEG but, it doesn’t have the 
ability to reduce the bit error rate (BER).

Later years, many scholars have proposed the com-
pression algorithm based on arithmetic coding [7,8], 
Huffman coding [7-10], EZW coding [10-11] and etc., but 
all of them were fail to produce the error checking in 
image compression to recover the image at receiver 
end and much complex to implement, time consuming 
processes. To overcome these drawbacks, researchers 
had developed the transformation based compression 
techniques by using discrete cosine transform (DCT) 
[17] and wavelet transform with sub band coding tech-
niques [12-16].

2.1.Fourier Transform:

The signal can be analyzed more effectively in frequen-
cy domain than the time domain, because the charac-
teristics of a signal will be more in frequency domain. 
One possible way to convert or transform the signal 
from time to frequency domain is Fourier transform 
(FT). FT is an approach which breaks down the signal 
into different frequencies of sinusoids and it is defined 
as a mathematical approach for transforming the sig-
nal from time domain to frequency domain.

Fig.1. Analysis of FT with an example

FT has a drawback that it will work out for only station-
ary signals, which will not vary with the time period. 
Because, the FT applied for the entire signal but not 
segments of a signal, if we consider non-stationary 
signal the signal will vary with the time period, which 
could not be transformed by FT. and one more draw-
back that we have with the FT is we cannot say that at 
what time the particular event will has occurred.  

2.2. Short-Time Fourier Analysis:

To correct the deficiency in FT, Dennis Gabor in 1946 
introduced a new technique called windowing, which 
can be applied to the signal to analyze a small section 
of a signal. This adaptation has been called as the Short-
Time Fourier Transform (STFT), in which the signal will 
be mapped into time and frequency information.
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Fig.2. STFT analysis of a signal:

In STFT, the window is fixed. So, we this window will 
not change with the time period of the signal i.e., for 
both narrow resolution and wide resolution. And we 
cannot predict the frequency content at each time in-
terval section.

III. PROPOSED SCHEME:
3.1. Wavelet Analysis:

To overcome the drawbacks of STFT, a wavelet tech-
nique has been introduced with variable window size. 
Wavelet analysis allows the use of long time intervals 
where we want more precise low-frequency informa-
tion, and shorter regions where we want high-frequen-
cy information.

Fig.3. Wavelet analysis with an example

In fig.4 it is shown that the comparison of FT, STFT and 
wavelet transform by considering an example input sig-
nal and how the analysis of transformation techniques 
will apply to get the frequency information of input sig-
nal. We can observe that in wavelet analysis the graphi-
cal representation shows that the wavelet has more 
number of features than the FT and STFT. Wavelet is 
also called as multi resolution analysis (MRA). Here’s 
what this looks like in contrast with the time-based, 
frequency-based, and STFT views of a signal:

Fig.4. Comparison of FT, STFT and Wavelet analysis of 
a signal

To split objects from the image background, the best 
approach is thresholding; the purpose of thresholding 
is to extract the object from an image. If background 
brightness is less than the object called threshold 
above and if the object brightness is less than the back-
ground it is called the threshold below. Here in this let-
ter, we have used two types of thresholding approach-
es. Those are, 

•Hard threshold 

•Soft threshold

Fig5. Shows that the block diagram of proposed scheme, 
which explains that the discrete wavelet transform 
(DWT) is applied to the input image of size 256x256 
to decompose the image into several sub bands i.e., 
four sub bands LL, LH,HL and HH. LL is known as ap-
proximation coefficients and LH, HL, HH called as detail 
coefficients in which the high frequency information is 
available. Here we used different types of wavelet to 
analyze the compression ratio and PSNR. 

To get the AC and DC coefficients, DWT will applied 
to each row and column of the image. LL displays the 
original pixel values of input image, LH displays hori-
zontal, HL displays vertical and HH displays diagonal 
pixel information of input image. After applying DWT, 
the next step is to define the threshold value, which 
can be done in two methods namely global thresh-
old and local threshold. Global threshold value will be 
constant for entire image where as the local threshold 
value vary from region to region in an image. Then, 
the unwanted information in an input image will be re-
moved by means of quantization. 

3.2.Quality Metrics of image:

Here we are used CR, PSNR and MSE to measure the 
quality of image, where PSNR will be used to measure 
the quality of image using a mathematical expression 
which as follows:

Where,  
Compression ratio (CR) is defined as follows:
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The wavelet transform isolates the image into several 
sub bands like approximation coefficients and detail 
coefficients i.e., approximation as LL and details as LH, 
HL and HH. LL sub band contains the original informa-
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of horizontal, vertical and diagonal information of im-
age. The threshold value will depends on the informa-
tion which we obtained from the detail sub bands. Im-
age compression has been divided into two segments 
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based on the image pixel blocks locality. Performance 
results were superior to standard BTC and absolute 
moment BTC (AMBTC). 

Error rate could not be reduced by ABTC and more 
over it degrades the image quality, because of image 
blocks, it is impossible to recover lossless image at 
the receiver end. Later in 2004 Joint Photograph Ex-
pert Group (JPEG) standards have been developed to 
compress the image based on discrete cosine trans-
form [2-5]. This standard was well suited for any type 
of image such as medical, satellite, synthetic aperture 
RADAR (SAR), remote sensing and even for natural im-
ages. But, it will not reduce the number bit errors after 
decompressing the image. Afterwards, the extension 
to the JPEG standard image compression called JPEG 
2000 has been proposed [6], it gives somewhat bet-
ter performance than the JPEG but, it doesn’t have the 
ability to reduce the bit error rate (BER).

Later years, many scholars have proposed the com-
pression algorithm based on arithmetic coding [7,8], 
Huffman coding [7-10], EZW coding [10-11] and etc., but 
all of them were fail to produce the error checking in 
image compression to recover the image at receiver 
end and much complex to implement, time consuming 
processes. To overcome these drawbacks, researchers 
had developed the transformation based compression 
techniques by using discrete cosine transform (DCT) 
[17] and wavelet transform with sub band coding tech-
niques [12-16].
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cy domain than the time domain, because the charac-
teristics of a signal will be more in frequency domain. 
One possible way to convert or transform the signal 
from time to frequency domain is Fourier transform 
(FT). FT is an approach which breaks down the signal 
into different frequencies of sinusoids and it is defined 
as a mathematical approach for transforming the sig-
nal from time domain to frequency domain.

Fig.1. Analysis of FT with an example

FT has a drawback that it will work out for only station-
ary signals, which will not vary with the time period. 
Because, the FT applied for the entire signal but not 
segments of a signal, if we consider non-stationary 
signal the signal will vary with the time period, which 
could not be transformed by FT. and one more draw-
back that we have with the FT is we cannot say that at 
what time the particular event will has occurred.  

2.2. Short-Time Fourier Analysis:

To correct the deficiency in FT, Dennis Gabor in 1946 
introduced a new technique called windowing, which 
can be applied to the signal to analyze a small section 
of a signal. This adaptation has been called as the Short-
Time Fourier Transform (STFT), in which the signal will 
be mapped into time and frequency information.

                  Volume No: 2 (2015), Issue No: 6 (June)                                                                                                                      June 2015
                                                                                   www.ijmetmr.com                                                                                                                                                     Page 59

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

Fig.2. STFT analysis of a signal:

In STFT, the window is fixed. So, we this window will 
not change with the time period of the signal i.e., for 
both narrow resolution and wide resolution. And we 
cannot predict the frequency content at each time in-
terval section.

III. PROPOSED SCHEME:
3.1. Wavelet Analysis:

To overcome the drawbacks of STFT, a wavelet tech-
nique has been introduced with variable window size. 
Wavelet analysis allows the use of long time intervals 
where we want more precise low-frequency informa-
tion, and shorter regions where we want high-frequen-
cy information.

Fig.3. Wavelet analysis with an example

In fig.4 it is shown that the comparison of FT, STFT and 
wavelet transform by considering an example input sig-
nal and how the analysis of transformation techniques 
will apply to get the frequency information of input sig-
nal. We can observe that in wavelet analysis the graphi-
cal representation shows that the wavelet has more 
number of features than the FT and STFT. Wavelet is 
also called as multi resolution analysis (MRA). Here’s 
what this looks like in contrast with the time-based, 
frequency-based, and STFT views of a signal:

Fig.4. Comparison of FT, STFT and Wavelet analysis of 
a signal

To split objects from the image background, the best 
approach is thresholding; the purpose of thresholding 
is to extract the object from an image. If background 
brightness is less than the object called threshold 
above and if the object brightness is less than the back-
ground it is called the threshold below. Here in this let-
ter, we have used two types of thresholding approach-
es. Those are, 

•Hard threshold 

•Soft threshold

Fig5. Shows that the block diagram of proposed scheme, 
which explains that the discrete wavelet transform 
(DWT) is applied to the input image of size 256x256 
to decompose the image into several sub bands i.e., 
four sub bands LL, LH,HL and HH. LL is known as ap-
proximation coefficients and LH, HL, HH called as detail 
coefficients in which the high frequency information is 
available. Here we used different types of wavelet to 
analyze the compression ratio and PSNR. 

To get the AC and DC coefficients, DWT will applied 
to each row and column of the image. LL displays the 
original pixel values of input image, LH displays hori-
zontal, HL displays vertical and HH displays diagonal 
pixel information of input image. After applying DWT, 
the next step is to define the threshold value, which 
can be done in two methods namely global thresh-
old and local threshold. Global threshold value will be 
constant for entire image where as the local threshold 
value vary from region to region in an image. Then, 
the unwanted information in an input image will be re-
moved by means of quantization. 

3.2.Quality Metrics of image:

Here we are used CR, PSNR and MSE to measure the 
quality of image, where PSNR will be used to measure 
the quality of image using a mathematical expression 
which as follows:

Where,  
Compression ratio (CR) is defined as follows:
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Fig5. Proposed block diagram of image compression 
technique

IV.RESULT ANALYSIS:

Experimental results have been done in MATLAB 2014a 
version with 4.00 GB RAM and i3 processor, Here we 
had done the simulations for various images and also 
gives the comparison for both Haar and Biorthogonal 
wavelets in terms of compression ratio and peak signal 
to noise ratio. Fig 6 shows that the comparison of com-
pression ratio (CR) with the threshold values 3, 5, 7 and 
9, decomposition level of 1 and its CR is 72.89  level of 
2 is 93.15 level of 3 is 98.28 and level of 4 is 99.57 with 
Haar wavelet. we can conclude that the CR is improv-
ing while increasing the threshold values and also it is 
improving for further to achieve almost 99.6% at the 
4th level of decomposition.

Fig6. Performance of compression ratios for Haar 
wavelet with different threshold values and decom-

position levels
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Fig7. Performance of compression ratios for Biorthog-
onal wavelet with different threshold values and de-

composition levels 
 
Fig.7 shows that the comparison analysis of compres-
sion ratio with the bior4.4 wavelet decomposition at 
1, 2, 3 and 4th levels with the various thresholding val-
ues. In the 4th level of decomposition the CR is 99.36. 
When we compare the both fig.6 and fig.7 of haar and 
biorthogonal wavelets we can say that the Haar is per-
forming better compression and it has given superior 
results than biorthogonal wavelet.
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Fig8. PSNR analysis of original and reconstructed im-
ages with Haar wavelet for different threshold values 

and decomposition levels
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Fig9. PSNR analysis of original and reconstructed im-
ages with Biorthogonal wavelet for different thresh-

old values and decomposition levels.
In fig. 8 and fig. 9, we had compared the PSNR analy-
sis of input and reconstructed image, which has been 
reconstructed from the compressed image using both 
Haar and biorthogonal. The comparison of PSNR say-
ing that the biorthogonal wavelet has performing well 
in terms of image quality after decompressing or re-
constructing an image from the compressed image, 
and when we compare the same image with the origi-
nal input image.

V.CONCLUSION:

In this paper, we had implemented and performed a 
simple discrete wavelet thresholding based image 
compression and also analyzed the performance of 
proposed scheme with both Haar and biorthogonal 
wavelet decompositions at different levels and with 
various threshold values. Simulation results show that 
when the CR is very high, quality of image is less at that 
level when compared to the less CR level. However, 
it has shown that Haar wavelet has performed well in 
terms of compression ratio and Biorthogonal wavelet 
has performed better with quality of image after re-
constructing the image from the compressed image.
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