
 

  
                                                                                                                                                                                                                    Page 406 

 

Secure and Accuracy Transactions in Cloud with High 

Performance 

 
Mr. Kumar Rati Raj  

MCA 3
rd

 Year, II Sem, 

CMR College of Engineering & Technology, 

Hyderabad. 

 
Ch.Dayakar Reddy 

MCA, M-Tech, MPhil, Ph.D, 

Professor and HOD, 

CMR College of Engineering & Technology, 

Hyderabad. 

ABSTRACT: 

In distributed transactional database systems deployed 

over cloud servers, entities cooperate to form proofs of 

authorizations that are justified by collections of 

certified credentials. These proofs and credentials may 

be evaluated and collected over extended time periods 

under the risk of having the underlying authorization 

policies or the user credentials being in inconsistent 

states. It therefore becomes possible for policy-based 

authorization systems to make unsafe decisions that 

might threaten sensitive resources. In this paper, we 

highlight the criticality of the problem.  

We then define the notion of trusted transactions when 

dealing with proofs of authorization. Accordingly, we 

propose several increasingly stringent levels of policy 

consistency constraints, and present different 

enforcement approaches to guarantee the 

trustworthiness of transactions executing on cloud 

servers. We propose a Two-Phase Validation Commit 

protocol as a solution, which is a modified version of 

the basic Two-Phase Validation Commit protocols. We 

finally analyze the different approaches presented 

using both analytical evaluation of the overheads and 

simulations to guide the decision makers to which 

approach to use. 

INTRODUCTION: 

From an economic perspective, cloud consumers can 

save huge IT capital investments and be charged on the 

basis of a pay-only-for-what-you-use pricing model.  

 

One of the most appealing aspects of cloud computing 

is its elasticity, which provides an illusion of infinite, 

on-demand resources making it an attractive 

environment for highly scalable, multi tiered 

applications. However, this can create additional 

challenges for back-end, transactional database 

systems, which were designed without elasticity in 

mind. Despite the efforts o f key-value stores like 

Amazon’s SimpleDB, Dynamo, and Google’s Bigtable 

to provide scalable access to huge amounts of data, 

transactional guarantees remain a bottleneck. To 

provide scalability and elasticity, cloud services often 

make heavy use of replication to ensure consistent 

performance and availability. As a result, many cloud 

services rely on the notion of eventual consistency 

when propagating data throughout the system.  

This consistency model is a variant of weak 

consistency that allows data to be inconsistent among 

some replicas during the update process, but ensures 

that updates will eventually be propagated to all 

replicas. This makes it difficult to strictly maintain the 

ACID guarantees, as the “C” (consistency) part of 

ACID is sacrificed to provide reasonable availability. 

In systems that host sensitive resources, accesses are 

protected via authorization policies that describe the 

conditions under which users should be permitted 

access to resources. These policies describe 

relationships between the system principles, as well as 

the certified credentials that users must provide to 

attest to their attributes.  
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In a transactional database system that is deployed in a 

highly distributed and elastic system such as the cloud, 

policies would typically be replicated very much like 

data among multiple sites, often following the same 

weak or eventual consistency model. It therefore 

becomes possible for a policy-based authorization 

system to make unsafe decisions using stale policies. 

Interesting consistency problems can arise as 

transactional database systems are deployed in cloud 

environments and use policy-based authorization 

systems to protect sensitive resources. In addition to 

handling consistency issues among database replicas, 

we must also handle two types of security 

inconsistency conditions. First, the system may suffer 

from policy inconsistencies during policy updates due 

to the relaxed consistency model underlying most 

cloud services. In this paper, we address this 

confluence of data, policy, and credential 

inconsistency problems that can emerge as 

transactional database systems are deployed to the 

cloud. 

EXISTING SYSTEM: 

To protect user access patterns from a cloud data store, 

Williams et al. introduce a mechanism by which cloud 

storage users can issue encrypted reads, writes, and 

inserts. Further, Williams et al. propose a mechanism 

that enables un trusted service providers to support 

transaction serialization, backup, and recovery with 

full data confidentiality and correctness. A dynamic 

consistency rationing mechanism that automatically 

adapts the level of consistency at runtime. Both of 

these works focus on data consistency, while our work 

focuses on attaining both data and policy consistency. 

Proofs of data possession have been proposed as a 

means for clients to ensure that service providers 

actually maintain copies of the data that they are 

contracted to host. In other works, data replications 

have been combined with proofs of retrieve ability to 

provide users with integrity and consistency 

guarantees when using cloud storage. Cloud TPS is 

primarily concerned with providing consistency and 

isolation upon data without regard to considerations of 

authorization policies. 

This work proactively ensures that data stored at a 

particular site conforms to the policy stored at that site. 

If the policy is updated, the server will scan the data 

items and throw out any that would be denied based on 

the revised policy. The consistency of distributed 

proofs of authorization has previously been studied, 

though not in a dynamic cloud environment. This work 

highlights the inconsistency issues that can arise in the 

case where authorization policies are static, but the 

credentials used to satisfy these policies may be 

revoked or altered. The authors develop protocols that 

enable various consistency guarantees to be enforced 

during the proof construction process to minimize 

these types of security issues. 

Disadvantages:  

This Existing Works only focus on data consistency. It 

does not focus on policy consistency. This work only 

concerns itself with local consistency of a single node, 

not with transactions that span multiple nodes. This 

work highlights the inconsistency issues that can arise 

in the case where authorization policies are static, but 

the credentials used to satisfy these policies may be 

revoked or altered. 

PROPOSED SYSTEM: 

In this paper highlight the criticality of the problem. It 

defines the notion of trusted transactions when dealing 

with proofs of authorization. Accordingly, it propose 

several increasingly stringent levels of policy 

consistency constraints, and present different 

enforcement approaches to guarantee the 

trustworthiness of transactions executing on cloud 

servers. It proposed a Two-Phase Validation Commit 

protocol as a solution, which is a modified version of 

the basic Two-Phase Validation Commit protocols. It 

finally analyze the different approaches presented 

using both analytical evaluation of the overheads and 

simulations to guide the decisiomakers to which 

approach to use. In this paper address this confluence 

of data, policy, and credential inconsistency problems 

that can emerge as transactional database systems are 

deployed to the cloud. This paper formalized the 

concept of trusted transactions.  
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Trusted transactions are those transactions that do not 

violate credential or policy inconsistencies over the 

lifetime of the transaction. It present a more general 

term, safe transactions, that identifies transactions that 

are both trusted and conforms to the ACID properties 

of distributed database systems. It defines several 

different levels of policy consistency constraints and 

corresponding enforcement approaches that guarantee 

the trustworthiness of transactions executing on cloud 

servers. It proposed a Two-Phase Validation Commit 

(2PVC) protocol that ensures that a transaction is safe 

by checking policy, credential, and data consistency 

during transaction execution.  

Advantages:  

It provides a good balance between accuracy and 

performance, at the cost of higher code complexity 

SYSTEM ARCHITECTURE: 

 
 

IMPLEMENTATION: 

MODULES 

1. Cloud Formation 

2. Data Owner Register with Authorization 

Policies 

3. Upload File 

4. Safe Transaction 

5. Download File 

Cloud Formation: 

First create a cloud infrastructure. It consisting of a set 

of S servers, where each server is responsible for 

hosting a subset of all data items belonging to a 

specific application domain. Users interact with the 

system by submitting queries or update requests 

encapsulated in ACID transactions. A transaction is 

submitted to a Transaction Manager (TM) that 

coordinates its execution. Multiple TMs could be 

invoked as the system workload increases for load 

balancing, but each transaction is handled by only one 

TM. It denote by the set of all credentials, which are 

issued by the Certificate Authorities (CAs) within the 

system. Here each CA offers an online method that 

allows any server to check the current status of 

credentials. 

Data Owner Registered with Authorization 

Policies: 

Next Data Owner Registered with authorization 

policies, valid date from and valid date to in desirable 

Trusted Third Party or CA. This Trusted Third Party or 

CA allows any server to check the current status of 

credentials. Then the CA creates secret keys for each 

data owner and end user. Because this Secret Keys are 

used to Authentication Purpose. A Data Owner wants 

to upload his file and end user wants to download a 

file, both are used this secret key for encryption and 

decryption. 

Upload file: 

Data Owner wants to upload a file. So he encrypted 

this file using TA’s secret Key. First he sends a key 

request to Trusted Third Party. Trusted Third Party 

creates a secret key and provide to Data Owner. Then 

the data owner encrypts his file using this secret key. 

Safe Transaction: 

A safe transaction is a transaction that is both trusted 

(i.e., satisfies the correctness properties of proofs of 

authorization) and database correct (i.e., satisfies the 

data integrity constraints).It first describes an 

algorithm that enforces trusted transactions (2PV), and 

then expands this algorithm to enforce safe 

transactions (2PVC). 
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2PV algorithm operates in two phases: collection and 

validation. During collection, the TM first sends a 

Prepare-to-Validate message to each participant 

server.In response to this message, each participant 1) 

evaluates the proofs for each query of the transaction 

using the latest policies it has available and 2) sends a 

reply back to the TM containing the truth value 

(TRUE/FALSE) of those proofs along with the version 

number and policy identifier for each policy used. 

Further, each participant keeps track of its reply (i.e., 

the state of each query) which includes the id of the 

TM, the id of the transaction to which the query 

belongs, and a set of policy versions used in the 

query’s authorization. Once the TM receives the 

replies from all the participants, it moves on to the 

validation phase. If all polices are consistent, then the 

protocol honors the truth value where any FALSE 

causes an ABORT decision and all TRUE cause a 

CONTINUE decision.  

In the case of inconsistent policies, the TM identifies 

the latest policy and sends an Update message to each 

out -of -date participant with a policy identifier and 

returns to the collection phase.  In this case, the 

participants 1) update their policies, 2) reevaluate the 

proofs and, 3) send a new reply to the TM.2PVC can 

be used to ensure the data and policy consistency 

requirements of safe transactions.Specifically, 2PVC 

will evaluate the policies and authorizations within the 

first, voting phase. That is, when the TM sends out a 

Prepare-to-Commit message for a transaction, the 

participant server has three values to report 1) the YES 

or NO reply for the satisfaction of integrity constraints 

as in 2PC, 2) the TRUE or FALSE reply for the 

satisfaction of the proofs of authorizations as in 2PV, 

and 3) the version number of the policies used to build 

the proofs as in 2PV. 

The process for the TM under view consistency. It is 

similar to that of 2PV with the exception of handling 

the YES or NO reply for integrity constraint validation 

and having a decision of COMMIT rather than 

CONTINUE. The TM enforces the same behavior as 

2PV in identifying policies inconsistencies and 

sending the Update messages.  

The same changes to 2PV can be made here to provide 

global consistency by consulting the master policies 

server for the latest policy version. 

Download File: 

An end User wants to access this upload file, he 

Server. This request contains filename, data owner and 

so on. The particular Server match this request to its 

database then retrieve the result and provide output to 

the user. Finally, the end users decrypt this file with 

data owner’s secret key and access this file. 

SCREENSHOTS: 

Cloud Formation: In this cloud information the number 

of db’s and policies will be generated 

 

Upload File Details: The required fields will be 

uploaded 

 

Upload file details download file details: We can 

upload the file details  as well as download the file 

details.  
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Trusted third partry: Queries will be stored and again 

user can get records. 

 

CONCLUSION: 

DTN technologies are becoming successful solutions 

in military applications that allow wireless devices to 

communicate with each other and access the 

confidential information reliably by exploiting external 

storage nodes. CP-ABE is a scalable cryptographic 

solution to the access control and secure data retrieval 

issues. In this paper, we proposed an efficient and 

secure data retrieval method using CP-ABE for 

decentralized DTNs where multiple key authorities 

manage their attributes independently. The inherent 

key escrow problem is resolved such that the 

confidentiality of the stored data is guaranteed even 

under the hostile environment where key authorities 

might be compromised or not fully trusted. In addition, 

the fine-grained key revocation can be done for each 

attribute group. We demonstrate how to apply the 

proposed mechanism to securely and efficiently 

manage the confidential data distributed in the 

disruption-tolerant military network. 
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