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Abstract: 

An unmanned aerial vehicle was used as a mobile 

sensor platform to collect sea-ice features at Ny-

Ålesund in early May 2011, and several image 

processing algorithms have been applied to samples of 

sea-ice images to extract useful information about sea 

ice. The sea-ice statistics given by the floe size 

distribution, being an important parameter for climate 

and wave- and structure-ice analysis, is challenging to 

calculate due to difficulties in ice floe identification, 

particularly the separation of seemingly connected ice 

floes. In this paper, the gradient vector flow (GVF) 

snake algorithm is applied to solve this problem. To 

evolve the GVF snake algorithm automatically, an 

initialization based on the distance transform is 

proposed to detect individual ice floes, and the 

morphological cleaning is afterward applied to 

smoothen the shape of each identified ice floe. Based 

on the identification result, the image is separated into 

four different layers: ice floes, brash pieces, slush, and 

water. This makes it further possible to present a color 

map of the ice floes and brash pieces based on sizes, 

and the corresponding ice floe size distribution 

histogram. The pro-posed algorithm yields an 

acceptable identification result, and its effectiveness is 

demonstrated in a case study. A discussion on the 

methods and results concludes the paper. 

 

I. INTRODUCTION:  

SEA ICE, which is defined as any form of ice that 

forms as a result of seawater freezing [1], covers 

approximately 7% of the total area of the world’s 

oceans [2]. It is turbulent becauseof wind, wave, and 

temperature fluctuations. Various types of sea ice can 

be found in ice-covered regions. Ice floe, which is the 

flat pieces of sea ice, can range from meters to 

kilometers in size. The floe size distribution is a basic 

parameter of sea ice that affects the behavior of sea-ice 

extent, both dynamically and thermodynamically. 

Particularly for relatively small ice floes, it is critical 

to the estimation of melting rate [3]. Hence, estimating 

floe size distributions contributes to the understanding 

of the behavior of the sea-ice extent on a global scale. 

In addition to this, the floe size distribution is also 

important min ice management for Arctic offshore 

operations [4], [5], for example: 

 

1.  The efficiency of ice management for Arctic 

offshore operations and automatically detect hazardous 

conditions, for example, by identifying large floes that 

escape the icebreakers operating upstream of a 

protected structure. The size and shape of managed 

floes can be identified by the image processing system, 

compared with limit values, and further processed by 

the risk management system.  

2. Estimate the ice loads on stationary Arctic offshore 

structures by empirical formulas [6], [7].  

3. Initialize high-fidelity numerical models [8]–[13] 

and validate these at various moments in time by 

matching the simulated ice fields with the actual ones.  

Provide an early warning of an ice compaction event, 

which can be dangerous if the ice-structure interaction 
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mode changes from a “slurry flow” type to a 

“pressured ice” type [7], [14].  

Automatic identification of individual floe edges is a 

key tool for extracting information of floe size 

distribution from aerial images. In an actual ice-

covered environment, ice floes typically touch each 

other, and the junctions may be difficult to identify in 

digital images. This issue challenges the boundary 

detection of individual ice floes and significantly 

affects ice floe size analysis. Several researchers have 

tried to mitigate this issue. In [19] and [20], the authors 

separated closely distributed ice floes by setting a 

threshold higher than the ice-water segmentation 

threshold and separated the connected ice floes 

manually when the threshold did not work well. In 

[17] and [21], the authors applied and compared 

derivative and morphology boundary detection 

algorithms in both model ice and sea-ice images. 

However, non-closed boundaries are often produced 

by traditional derivative boundary detection, while 

some boundary information is often lost by 

morphology boundary detection.  

 

To separate connected sea-ice floes into individual 

floes, the watershed transform (widely used in 

connected object segmentation) was adopted in [22] 

and [23]. Due to an ineluctable over-segmentation 

problem of the watershed-based method, the authors in 

[22] manually removed these over-segmented lines, 

while those in [23] automatically removed the over-

segmented lines whose endpoints were both convex. 

However, over- and under segmentation still affected 

the ice floe detection results. In [24] and [25], the 

authors introduced a mathematical morphology 

together with principal curve clustering to identify ice 

floes and their boundaries in an almost fully automated 

manner. Their method operated on the binary images 

and focused on the morphological characteristics of ice 

floes rather than on the real boundaries. It was limited 

by crowded ice floe images, in which the ice floes in 

the mass were connected to each other, and no “hole” 

or concave regions could be found after binarization. 

Those methods are not applicable in our research 

because of these limitations. 

To separate seemingly connected floes into individual 

ones, a gradient vector flow (GVF) snake algorithm 

[26] is applied in this research. However, to start the 

algorithm, a proper initial contour is required for the 

GVF snake to evolve correctly. Therefore, a manual 

initialization is typically needed, particularly in 

crowded floe segmentation. To solve this problem, an 

automatic contour initialization is proposed to avoid 

manual interaction and reduce the time required to run 

the algorithm. Once individual ice floes have been 

identified, the floe boundaries are obtained, and the 

floe size distribution can be calculated from the 

resulting data. 

  

II.ICE IMAGE PROCESSING METHODS 

 

A. Ice Pixel Extraction : 

 

Due to the fact that sea ice is whiter than open water, 

the pixel values differ under normal conditions. See 

Fig. 2, for example, ice pixels have higher intensity 

values than those belonging to water in a uniform 

illumination ice image. Therefore, ice pixels can be 

extracted by using the thresholding method [27]. Most 

of the ice can then be identified, as shown in Fig. 3 

based on Fig. 2. Of the ice pixels identified, however, 

only “light ice” has larger pixel intensity values than 

the threshold. “Dark ice,” with pixel intensity values 

between the threshold and water, such as ice pieces 

under the water surface, may not be identified and thus 

considered to be water, according to the thresholding 

method 

 
Fig1: Original sea-ice image. 
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Fig2: Ice extraction using the k-means method. 

 

Fig 3:  “Light ice” extracted by the thresholding 

method. 

 

Fig4:  “Dark ice” found by subtracting 

  

Both “light ice” and “dark ice” pixels are required for 

an accurate analysis. To distinguish “dark ice” from 

open water, the k-means clustering algorithm [28] can 

be applied. This minimizes the within-cluster summed 

distance to partition a set of data into k clusters. The 

image is then divided into three or more clusters, using 

the k-means algorithm.  

 

The cluster with the lowest average intensity value is 

considered to be water, while the other clusters are 

considered ice, as shown in Fig. 3. The “dark ice” is 

then obtained by comparing the difference between 

Figs. 2 and 3, as shown in Fig. 4. 

 

B. Ice Edge Detection: 

The most challenging task is to identify individual ice 

floes in the sea-ice image, in particular separating the 

floes that are very close or connected to each other. 

The boundaries between apparently connected floes 

have a similar brightness to the floes themselves. The 

boundaries are too weak to be detected directly, which 

significantly affects the ice floe statistical result. 

Therefore, the GVF snake algorithm is proposed to 

solve this problem.The GVF snake algorithm [26] is 

able to detect the weak connections between floes and 

ensure that the detected boundary is closed. As an 

example, shown in Fig. 6(b), given an initial contour 

(red curve), the snake finds the floe boundary (green 

curve) after a few iterations (yellow curves). The GVF 

snake algorithm relaxes the requirements of the initial 

contour. However, a proper initial contour for an 

object is still necessary, particularly to identify the 

mass of ice floes in an ice image.  

 

Many initial contours are required when performing 

the GVF snake algorithm to identify all individual ice 

floes, and these should have proper locations and 

shapes. An automatic contour installation algorithm is 

therefore devised to increase the efficiency of the ice 

floe segmentation method based on the GVF snake 

algorithm. The GVF snake algorithm [26] is able to 

detect the weak connections between floes and ensure 

that the detected boundary is closed. As an example, 

shown in Fig. 6(b), given an initial contour (red curve), 

the snake finds the floe boundary (green curve) after a 

few iterations (yellow curves). The GVF snake 

algorithm relaxes the requirements of the initial 

contour. However, a proper initial contour for an 

object is still necessary, particularly to identify the 

mass of ice floes in an ice image. Many initial contours 

are required when performing the GVF snake 

algorithm to identify all individual ice floes, and these 
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should have proper locations and shapes. An automatic 

contour installation algorithm is therefore devised to 

increase the efficiency of the ice floe segmentation 

method based on the GVF snake algorithm. Fig. 6 

illustrates the floe boundary detection results affected 

by initializing the contour at different locations. In Fig. 

6(a), the initial contour is located at the water, close to 

the ice boundaries. The snake rapidly detects the 

boundaries, however, not the ice but the boundaries of 

the water region. When initializing the contour at the 

center of an ice floe, as shown in Fig. 6(b), the snake 

accurately finds the boundary after a few iterations. A 

weak connection will also be detected if the initial 

contour is located on it, as shown in Fig. 6(c).  

 

However, when the initial contour is located near the 

floe boundary inside the floe, as shown in Fig. 6(d), 

the snake may only find a part of the floe boundary 

near the initial contour. It should be noted that the 

curve is always closed, regardless of how it deforms, 

even in the cases of Fig. 6(c) and (d), which appear to 

be non-closed curves. This behavior occurs because 

the area bounded by the closed curve tends toward 

zero. For example, Fig. 8(a) shows a small binary 

image matrix for a simple shape, and the matrix in Fig. 

8(b) shows the corresponding distance transform 

(using “City Block” distance metrics). The local 

maximum is the pixel whose value is greater or equal 

to any of its neighbors, as shown by the green 

numerals in Fig. 8(b).  

 

A local maximum of the distance transform ideally 

corresponds to the center of an object, but more than 

one local maximum are detected in many cases. Thus, 

a dilation operator [31] is used to merge the local 

maxima within a short distance (within as a threshold 

T) of each other. The centers of the dilated regions [red 

“+” in Figs 8(b) and 9(b)], which are called “seeds,” is 

chosen as the locations of our initial contours. 

 

Fig: Layer showing the “brash ice” in Fig. 1 

C. Fig: Ice Shape Enhancement: 

Because of the noise, some floes may contain holes or 

smaller ice pieces inside. For example, Fig. 11(a), 

which is extracted from Fig. 2, shows an ice floe with 

speckle. Because of the uneven grayscale of the ice 

floe, the lighter part of the floe is considered as “light 

ice” [the white pixels in Fig. 11(b) and (c)], whereas 

the darker part is considered as “dark ice” [the gray 

pixels in Fig. 11(b) and (c)] by the k-means and 

threshold method. This means that the ice floe cannot 

be completely identified, and the shape of the detected 

ice floe is rough, as shown in Fig. 11(b).will ensure the 

completeness of the ice floe, and smaller ice floes or 

brash pieces contained in a lager ice floe are removed. 

 

 

 
 

Contour initialization algorithm. (a) Binary image 

matrix. (b) Distance transform of (a), local maximum, 

seed, and initial contour. 
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D. Ice Type Classification and Floe Size 

Distribution: 

According to [33], brash ice is considered as floating 

ice fragments no more than 2 m across. To distinguish 

brash ice from ice floes in our algorithm, we define a 

brash-ice threshold parameter (pixel number or area) 

that can be tuned for each application. The ice pieces 

with size larger than the threshold are considered to be 

ice floes, while smaller pieces are considered to be 

brash ice. The remaining ice pixels in Fig. 4 were are 

labeled as slush. The result is four layers of a sea-ice 

image (using Fig. 2 as an example): ice floe (see Fig. 

13), brash ice (see Fig. 14), slush (see Fig. 15), and 

water (see Fig. 16).  

 

Based on the four layers, a total of 154 ice floes and 

189 brash ice pieces are identified in Fig. 2. The 

coverage percentages are 60.52% ice floe, 3.34% brash 

ice, 16.03% slush, and 20.11% water. The ice floe 

(brash) size can be determined by the number of pixels 

in the identified floe (brash). If the focal length f and 

camera height are available, the actual size in SI unit 

of the ice floes and floe size distribution can be also 

calculated [34] by converting the image pixel size to 

its SI unit size. The ice floe size (calculated by 

counting the pixel number of the floe) distribution 

histogram is shown in Fig. 17. The residue ice, which 

is the detected boundary pixels be-tween the connected 

floes, was previously considered as slush. 

Fig. .Floe size distribution histogram of Fig. 13. 

 

 
Fig. .Sea-ice image. 

 
 

Fig..  Residue ice (boundary pixels). 

 

C. Results: 

After orthorectification, we enhance the shapes of all 

the ice pieces (Algorithm 2), and finally, we obtain the 

ice floe and brash ice size distribution, as shown in 

Fig. 22. Brash ice is dark blue, smaller floes are light 

blue, and larger floes are red. Brash positions are not 

shown, whereas the floe positions are denoted using a 

black dot. A total of 2511 ice floes and 2624 brash ice 

are identified in Fig. 19. The coverage percentages are 

65.98% ice floe, 5.03% brash ice, 17.52% slush, and 

11.47% water. Instead of the actual size of ice floe and 

brash (since we do not have the height above sea level 

for the camera), the ice floe (brash) size is calculated 

by the number of pixels in the identified floe (brash).  
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The relative ice floe distribution histogram is derived 

and shown in Fig. 23, and the overall algorithm of the 

case study is concluded in Algorithm 3. 

 

 
Fig: Sea Ice floes Detection 

 

IV. CONCLUSION: 

A remote sensing mission yielded experience in data 

acquisition using a UAV. Various image processing 

methods were applied to a few samples of the collected 

sea-ice image data for analysis to retrieve important 

sea-ice information. Focusing on identifying the non-

ridged ice floe in the marginal ice zone, and the 

managed ice resulting from offshore operations in sea 

ice, we proposed an algorithm to identify the 

individual ice floes in a sea-ice image using the GVF 

snake algorithm.  

 

To evolve the GVF snake automatically, “light ice” 

and “dark ice” were first obtained using the 

thresholding and k-means algorithms. The initial 

contours of both “light ice” and “dark ice” with proper 

locations and radii were then derived based on the 

local maxima from the distance transform. After ice 

edge detection, morphological cleaning was used to 

enhance floe shapes.  

The implementation on the sea-ice images, which 

contained multiple ice floes crowded together, is 

shown to give acceptable segmentation results. 
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