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ABSTRACT: 

Recent wireless sensor networks (WSNs) are 

becoming increasingly complex with the growing 

network scale and the dynamic nature of wireless 

communications. Many measurement and diagnostic 

approaches depend on per-packet routing paths for 

accurate and fine-grained analysis of the complex 

network behaviors. In this paper, we propose iPath, a 

novel path inference approach to reconstructing the 

per-packet routing paths in dynamic and large-scale 

networks. The basic idea of iPath is to exploit high 

path similarity to iteratively infer long paths from short 

ones. iPath starts with an initial known set of paths and 

performs path inference iteratively. iPath includes a 

novel design of a lightweight hash function for 

verification of the inferred paths. In order to further 

improve the inference capability as well as the 

execution efficiency, iPath includes a fast 

bootstrapping algorithm to reconstruct the initial set of 

paths. We also implement iPath and evaluate its 

performance using traces from large-scale WSN 

deployments as well as extensive simulations. Results 

show that iPath achieves much higher reconstruction 

ratios under different network settings compared to 

other state-of-the-art approaches. 

 

EXISTING SYSTEM: 

 With the routing path of each packet, many 

measurement and diagnostic approaches are able 

to conduct effective management and protocol 

optimizations for deployed WSNs consisting of a 

large number of unattended sensor nodes.  

 

 

For example, PAD depends on the routing path 

information to build a Bayesian network for 

inferring the root causes of abnormal phenomena.  

 Path information is also important for a network 

manager to effectively manage a sensor network. 

For example, given the per-packet path 

information, a network manager can easily find out 

the nodes with a lot of packets forwarded by them, 

i.e., network hop spots. Then, the manager can 

take actions to deal with that problem, such as 

deploying more nodes to that area and modifying 

the routing layer protocols.  

 Furthermore, per-packet path information is 

essential to monitor the fine-grained per-link 

metrics. For example, most existing delay and loss 

measurement approaches assume that the routing 

topology is given as a priori.  

 The time-varying routing topology can be 

effectively obtained by per-packet routing path, 

significantly improving the values of existing 

WSN delay and loss tomography approaches. 

 

DISADVANTAGES OF EXISTING SYSTEM: 

 The growing network scale and the dynamic 

nature of wireless channel make WSNs become 

increasingly complex and hard to manage. 

 The problem of existing approach is that its 

message overhead can be large for packets with 

long routing paths.  

 Considering the limited communication resources 

of WSNs, this approach is usually not desirable in 

practice. 
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PROPOSED SYSTEM: 

 In this paper, we propose iPath, a novel path 

inference approach to reconstruct routing paths at 

the sink side. Based on a real-world complex 

urban sensing network with all node generating 

local packets, we find a key observation: It is 

highly probable that a packet from node and one of 

the packets from 's parent will follow the same 

path starting from 's parent toward the sink. We 

refer to this observation as high path similarity. 

 The basic idea of iPath is to exploit high path 

similarity to iteratively infer long paths from short 

ones. iPath starts with a known set of paths (e.g., 

the one-hop paths are already known) and 

performs path inference iteratively. During each 

iteration, it tries to infer paths one hop longer until 

no paths can be inferred. 

 In order to ensure correct inference, iPath needs to 

verify whether a short path can be used for 

inferring a long path. For this purpose, iPath 

includes a novel design of a lightweight hash 

function. Each data packet attaches a hash value 

that is updated hop by hop. This recorded hash 

value is compared against the calculated hash 

value of an inferred path. If these two values 

match, the path is correctly inferred with a very 

high probability.  

 In order to further improve the inference capability 

as well as its execution efficiency, iPath includes a 

fast bootstrapping algorithm to reconstruct a 

known set of paths. 

 

ADVANTAGES OF PROPOSED SYSTEM: 

 We observe high path similarity in a real-world 

sensor network. 

 It’s an iterative boosting algorithm for efficient 

path inference.  

 It’s a lightweight hash function for efficient 

verification within iPath.  

 The proposed system further propose a fast 

bootstrapping algorithm to improve the inference 

capability as well as its execution efficiency. 

 iPath achieves higher reconstruction ratio under 

different network settings compared to states of 

the art. 

 

SYSTEM ARCHITECTURE: 

 
MODULES: 

 Network Model 

 Iterative Boosting 

 PSP-Hashing 

 Performance Analysis 

 

MODULES DESCSRIPTION: 

Network Model 

 In the first module, we design the Network Model 

Module. We assume a multi-hop WSN with a 

number of sensor nodes. 

 Each node generates and forwards data packets to 

a single sink. In multi-sink scenarios, there exist 

multiple routing topologies. 

 The path reconstruction can be accomplished 

separately based on the packets collected at each 

sink. In each packet , there are several data fields 

related to iPath. 

 The first two hops of the routing path, origin and 

parent. Including the parent information in each 

packet is common best practice in many real 

applications for different purposes like network 

topology generation or passive neighbor discovery. 

 The path length. It is included in the packet header 

in many protocols like CTP. With the path length, 

iPath is able to filter out many irrelevant packets 

during the iterative boosting. 

 A hash value of packet 's routing path. It can make 

the sink be able to verify whether a short path and 
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a long path are similar. The hash value is 

calculated on the nodes along the routing path by 

the PSP-Hashing. 

 The global packet generation time and a parent 

change counter. These two fields are not required 

in iPath. However, with this information, iPath can 

use a fast bootstrapping algorithm to speed up the 

reconstruction process as well as reconstruct more 

paths. 

 

Iterative Boosting 

 iPath reconstructs unknown long paths from 

known short paths iteratively. By comparing the 

recorded hash value and the calculated hash value, 

the sink can verify whether a long path and a short 

path share the same path after the short path's 

original node.  

 When the sink finds a match, the long path can be 

reconstructed by combining its original node and 

the short path. 

 There are two procedures, the Iterative-Boosting 

procedure and the Recover procedure. The 

Iterative-Boosting procedure includes the main 

logic of the algorithm that tries to reconstruct as 

many as possible packets iteratively.  

 The input is an initial set of packets whose paths 

have been reconstructed and a set of other packets. 

During each iteration, is a set of newly 

reconstructed packet paths. The algorithm tries to 

use each packet in to reconstruct each packet's 

path. The procedure ends when no new paths can 

be reconstructed. 

 The Recover procedure tries to reconstruct a long 

path with the help of a short path. Based on the 

high path similarity observation, the following 

cases describe how to reconstruct a long path. 

 

PSP-Hashing 

 The PSPHashing (i.e., path similarity preserving) 

plays a key role to make the sink be able to verify 

whether a short path is similar with another long 

path. There are three requirements of the hash 

function. 

 The hash function should be lightweight and 

efficient enough since it needs to be run on 

resource-constrained sensor nodes. 

 The hash function should be order-sensitive. That 

is, hash(A, B) and hash(B, A) should not be the 

same.  

 The collision probability should be sufficiently 

low to increase the reconstruction accuracy. 

 Traditional hash functions like SHA-1 are order-

sensitive. However, they are not desirable due to 

their high computational and memory overhead. 

We propose PSP-Hashing, a lightweight path 

similarity preserving hash function to hash the 

routing path of each packet.  

 PSP-Hashing takes a sequence of node ids as input 

and outputs a hash value. Each node along the 

routing path calculates a hash value by three pieces 

of data. One is the hash value in the packet that is 

the hash result of the subpath before the current 

node. The other two are the current node id and the 

previous node id. The previous node id in the 

routing path can be easily obtained from the packet 

header 

 

Performance Analysis 

 The fast bootstrapping algorithm reconstructs the 

routing path of a packet hop by hop. When the 

sink reconstructs the path of a packet to a 

forwarder, it can reconstruct the next-hop only 

when the packet is in one of stable periods. 

Therefore, the probability of a successful 

reconstruction of the fast bootstrapping algorithm 

is the product of the ratios of stable periods on all 

forwarding nodes. 

 We can calculate the probability of a successful 

reconstruction by multiplying the probabilities 

there exists at least one shorter helper path at 

several hops. 

 In iPath, the computational overhead at the node 

side is negligible since there are only several 

arithmetic operations. MNT, Pathfinder, and 

Pathzip do not require high computational 
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overhead at the node side either. At the PC side, 

the time complexity of iPath is polynomial. 

 

SYSTEM REQUIREMENTS: 

HARDWARE REQUIREMENTS: 

 System  :  Pentium Dual Core. 

 Hard Disk   :  120 GB. 

 Monitor  :  15’’ LED 

 Input Devices :  Keyboard, Mouse 

 Ram  :  1GB. 

 

SOFTWARE REQUIREMENTS: 

 Operating system  :  Windows 7. 

 Coding Language : JAVA 

 Tool  : ECLIPSE 

 

INPUT DESIGN AND OUTPUT DESIGN 

INPUT DESIGN 

The input design is the link between the information 

system and the user. It comprises the developing 

specification and procedures for data preparation and 

those steps are necessary to put transaction data in to a 

usable form for processing can be achieved by 

inspecting the computer to read data from a written or 

printed document or it can occur by having people 

keying the data directly into the system. The design of 

input focuses on controlling the amount of input 

required, controlling the errors, avoiding delay, 

avoiding extra steps and keeping the process simple. 

The input is designed in such a way so that it provides 

security and ease of use with retaining the privacy. 

Input Design considered the following things: 

 

 What data should be given as input? 

 How the data should be arranged or coded? 

 The dialog to guide the operating personnel in 

providing input. 

 Methods for preparing input validations and steps 

to follow when error occur. 

 

 

 

 

OBJECTIVES 

1. Input Design is the process of converting a user-

oriented description of the input into a computer-based 

system. This design is important to avoid errors in the 

data input process and show the correct direction to the 

management for getting correct information from the 

computerized system. 

2.It is achieved by creating user-friendly screens for 

the data entry to handle large volume of data. The goal 

of designing input is to make data entry easier and to 

be free from errors. The data entry screen is designed 

in such a way that all the data manipulates can be 

performed. It also provides record viewing facilities. 

3. When the data is entered it will check for its 

validity. Data can be entered with the help of screens. 

Appropriate messages are provided as when needed so 

that the user  will not be in maize of instant. Thus the 

objective of input design is to create an input layout 

that is easy to follow 

 

OUTPUT DESIGN 

A quality output is one, which meets the requirements 

of the end user and presents the information clearly. In 

any system results of processing are communicated to 

the users and to other system through outputs. In 

output design it is determined how the information is 

to be displaced for immediate need and also the hard 

copy output. It is the most important and direct source 

information to the user. Efficient and intelligent output 

design improves the system’s relationship to help user 

decision-making. 

1. Designing computer output should proceed in an 

organized, well thought out manner; the right output 

must be developed while ensuring that each output 

element is designed so that people will find the system 

can use easily and effectively. When analysis design 

computer output, they should Identify the specific 

output that is needed to meet the requirements. 

2. Select methods for presenting information. 

3. Create document, report, or other formats that 

contain information produced by the system. 

The output form of an information system should 

accomplish one or more of the following objectives. 
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 Convey information about past activities, current 

status or projections of the 

 Future. 

 Signal important events, opportunities, problems, 

or warnings. 

 Trigger an action. 

 Confirm an action. 

 

IMPLEMENTATION 

MODULES: 

 Network Model 

 Iterative Boosting 

 PSP-Hashing 

 Performance Analysis 

 

MODULES DESCSRIPTION: 

Network Model 

 In the first module, we design the Network Model 

Module. We assume a multi-hop WSN with a 

number of sensor nodes. 

 Each node generates and forwards data packets to 

a single sink. In multi-sink scenarios, there exist 

multiple routing topologies. 

 The path reconstruction can be accomplished 

separately based on the packets collected at each 

sink. In each packet , there are several data fields 

related to iPath. 

 The first two hops of the routing path, origin and 

parent. Including the parent information in each 

packet is common best practice in many real 

applications for different purposes like network 

topology generation or passive neighbor discovery. 

 The path length. It is included in the packet header 

in many protocols like CTP. With the path length, 

iPath is able to filter out many irrelevant packets 

during the iterative boosting. 

 A hash value of packet 's routing path. It can make 

the sink be able to verify whether a short path and 

a long path are similar. The hash value is 

calculated on the nodes along the routing path by 

the PSP-Hashing. 

 The global packet generation time and a parent 

change counter. These two fields are not required 

in iPath. However, with this information, iPath can 

use a fast bootstrapping algorithm to speed up the 

reconstruction process as well as reconstruct more 

paths. 

 

Iterative Boosting 

 iPath reconstructs unknown long paths from 

known short paths iteratively. By comparing the 

recorded hash value and the calculated hash value, 

the sink can verify whether a long path and a short 

path share the same path after the short path's 

original node.  

 When the sink finds a match, the long path can be 

reconstructed by combining its original node and 

the short path. 

 There are two procedures, the Iterative-Boosting 

procedure and the Recover procedure. The 

Iterative-Boosting procedure includes the main 

logic of the algorithm that tries to reconstruct as 

many as possible packets iteratively.  

 The input is an initial set of packets whose paths 

have been reconstructed and a set of other packets. 

During each iteration, is a set of newly 

reconstructed packet paths. The algorithm tries to 

use each packet in to reconstruct each packet's 

path. The procedure ends when no new paths can 

be reconstructed. 

 The Recover procedure tries to reconstruct a long 

path with the help of a short path. Based on the 

high path similarity observation, the following 

cases describe how to reconstruct a long path. 

 

PSP-Hashing 

 The PSPHashing (i.e., path similarity preserving) 

plays a key role to make the sink be able to verify 

whether a short path is similar with another long 

path. There are three requirements of the hash 

function. 

 The hash function should be lightweight and 

efficient enough since it needs to be run on 

resource-constrained sensor nodes. 
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 The hash function should be order-sensitive. That 

is, hash(A, B) and hash(B, A) should not be the 

same.  

 The collision probability should be sufficiently 

low to increase the reconstruction accuracy. 

 Traditional hash functions like SHA-1 are order-

sensitive. However, they are not desirable due to 

their high computational and memory overhead. 

We propose PSP-Hashing, a lightweight path 

similarity preserving hash function to hash the 

routing path of each packet.  

 PSP-Hashing takes a sequence of node ids as input 

and outputs a hash value. Each node along the 

routing path calculates a hash value by three pieces 

of data. One is the hash value in the packet that is 

the hash result of the subpath before the current 

node. The other two are the current node id and the 

previous node id. The previous node id in the 

routing path can be easily obtained from the packet 

header 

 

Performance Analysis 

 The fast bootstrapping algorithm reconstructs the 

routing path of a packet hop by hop. When the 

sink reconstructs the path of a packet to a 

forwarder, it can reconstruct the next-hop only 

when the packet is in one of stable periods. 

Therefore, the probability of a successful 

reconstruction of the fast bootstrapping algorithm 

is the product of the ratios of stable periods on all 

forwarding nodes. 

 We can calculate the probability of a successful 

reconstruction by multiplying the probabilities 

there exists at least one shorter helper path at 

several hops. 

 In iPath, the computational overhead at the node 

side is negligible since there are only several 

arithmetic operations. MNT, Pathfinder, and 

Pathzip do not require high computational 

overhead at the node side either. At the PC side, 

the time complexity of iPath is polynomial. 
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CONCLUSION: 

In this paper, we propose iPath, a novel path inference 

approach to reconstructing the routing path for each 

received packet. iPath exploits the path similarity and 

uses the iterative boosting algorithm to reconstruct the 

routing path effectively. Furthermore, the fast 

bootstrapping algorithm provides an initial set of paths 

for the iterative algorithm. We formally analyze the 

reconstruction performance of iPath as well as two 

related approaches. The analysis results show that 

iPath achieves higher reconstruction ratio when the 

network setting varies. We also implement iPath and 

evaluate its performance by a trace-driven study and 

extensive simulations. Compared to states of the art, 

iPath achieves much higher reconstruction ratio under 

different network settings. 
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