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ABSTRACT:
Forecasting is a necessity of human life and a common 
problem in all branches of learning. Financial and eco-
nomic problems are domains in which forecasting is of 
major importance. In the field of stock exchange, the 
basic goal of market participants is to predict the future 
trends of stock price and determine the best time to ex-
ecute transactions in order to optimize investment deci-
sions. A stock, also known as equity of share is a portion 
of the ownership in a corporate sector by an individual. 
Hence, a stock of a company entitles its holder a share 
in its profit. Only by issuing shares a corporate company 
can mobilize huge capitals. The stock market is a field of 
financial game and it can fetch bigger financial benefits 
compared to fixed deposits with banks and for other such 
investments. The stability as well as the inflation of the 
economy of a country is swiftly and better reflected by the 
trend in the stock market. So the study of the fluctuations 
in the stock market becomes important. There are many 
approaches to know the depth of an analysis of stock price 
variation. So we have arrived to propose applicability of 
forecasting methods such as Time Series Analysis and 
Factor Analysis to provide better accuracy in forecasting 
as compared to traditional methods.
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1. Introduction:
Stock market analysts have adopted many statistical tech-
niques likes Auto Regressive Moving Average(ARMA) 
, Auto Regressive Integrated Moving Average (ARI-
MA), Auto Regressive Conditional Heteroscedastici
ty(ARCH),Generalized Auto Regressive Conditional 
Heteroscadasticity(GARCH), ARMA-EGARCH, Box 
and Jenkins approach  along with various soft computing 
and evolutionary computing methods.
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What is the most I can lose on this investment? 
This is the question that almost every Investor who has in-
vested or is considering for making investment in a risky 
asset at some point of time. The Value at risk measures the 
potential loss in value of a risky asset or portfolio over a 
defined period for a given confidence interval.

2. Review of Literatures :
• Chan et.al (2014) [13]: 
They examine the intraday relationship between returns 
and returns volatility in the stock index and stock index 
futures markets. There results indicate a strong inter mar-
ket dependence in the volatility of the cash and futures 
returns. Price innovations that originate in either the stock 
or futures markets can predict the future volatility in the 
other market. They show that this relationship persists 
even during periods in which the dependence in the re-
turns themselves appears to weaken. The findings are 
robust to controlling for potential market frictions such 
as asynchronous trading in the stock index. There results 
have implications for understanding the pattern of infor-
mation flows between the two markets.

• Axel Groß-Klußmann (2012)[3]: 
In this work, the authors present econometric models and 
empirical features of intra-daily (high frequency) stock 
market data. They focus on the measurement of news im-
pacts on stock market activity, forecasts of bid-ask spreads 
and the modeling of volatility measures on intraday in-
tervals. First, the authors quantify market reactions to an 
intraday stock-specific news flow. Using pre-processed 
data from an automated news analytics tool they analyze 
relevance, novelty and direction signals and indicators 
for company-specific news. Employing a high-frequency 
VAR model based on 20 second data of a cross-section of 
stocks traded at the London Stock Exchange.

Application of Statistical Methods in the Analysis of Daily Stock 
Exchange Data
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They find distinct responses in returns, volatility, trad-
ing volumes and bid-ask spreads due to new arrivals.In a 
second analysis author introduce a long memory autore-
gressive conditional Poisson(LMACP) model to highly 
persistent time series of counts. The model is applied to 
forecast quoted bid-ask spreads, a key parameter in stock 
trading operations. They discuss theoretical properties of  
LMACP models and evaluate rolling window forecasts 
of quoted bid-ask spreads for stocks traded at NYSE and 
NASDAQ. They show that Poisson time series models sig-
nificantly outperform forecasts from ARMA, ARFIMA, 
ACD and FIACD models in this context. Finally, they 
address the problem of measuring volatility on small 20 
second to 5 minute intra-daily intervals in an optimal way. 
In addition to the standard realized volatility approaches 
they construct volatility measures by integrating spot vol-
atility estimates that include information on observations 
outside of the intra-daily intervals of interest. Comparing 
the alternative volatility measures in a simulation study 
we find that spot volatility-based measures minimize the 
RMSE in the case of small intervals.

• Puspanjali et.al (2012)[14] :
In this,Authors presents a scheme using Differential Evo-
lution based Functional Link Artificial Neural Network 
(FLANN) to predict the Indian Stock Market Indices. The 
Model uses Back-Propagation (BP) algorithm and Differ-
ential Evolution(DE) algorithm respectively for predict-
ing the Stock Price Indices for one day, one week, two 
weeks and one month in advance. The Indian stock prices 
i.e. BSE (Bombay Stock Exchange), NSE, INFY etc. 
with few technical indicators are considered as input for 
the experimental data. In all the cases, DE outperforms 
the BP algorithm. The Mean  Absolute Percentage Error 
(MAPE) and Root Mean Square Error (RMSE) are calcu-
lated for performance evaluation. The MAPE and RMSE 
in case of DE are found to be very less in comparison to 
BP method. The simulation study has been done using Ja-
va-6 and Net Beans within this. Accurate stock prediction 
is always a very challenging task. They proposed FLANN 
model trained with back propagation is giving good re-
sult as per the recorded RMSE, and MAPE values during 
testing for one day, one week, two weeks and one month 
ahead respectively. The DE optimized FLANN is proving 
it’s superiority as far as RMSE and MAPE are concerned. 
Further they  predict for further work on performance of 
DE is to be compared with Particle Swarm Optimization 
(PSO).

3. DATA : 
The data series we study are daily frequency observation 
on closing prices of companies and are going to take from 
nseindia.com, the National Stock Exchange of India. We 
consider the data for companies: ICICI, HDFC, IDBI, 
TCS, INFOSYS,  SATYAM, CIPLA , DR .REDDY, SUN-
PHARMA, ZEEL, NDTV, CINEVISTA and ONGC. The 
observations run from 1st January 2013 to 31st May 2016 
for ONGC and from 1st March 2016 to 31st May 2016 for 
the remaining companies.

• Preethi et.al (2012)[7] : 
Author predicted surveys on recent literature in the area 
of Neural Network, Data Mining, Hidden Markov Model 
and Neuro-Fuzzy system used to predict the stock market 
fluctuation. Neural Networks and Neuro-Fuzzy systems 
are identified to be the leading machine learning tech-
niques in stock market index prediction area. The Tradi-
tional techniques are not cover all the possible relation of 
the stock price fluctuations. There are new approaches to 
known in-depth of an analysis of stock price variations. 
NN and Markov Model can be used exclusively in the 
finance markets and forecasting of stock price. In this pa-
per, they propose a forecasting method to provide better 
an accuracy rather traditional method. Further, authors 
predicted the future work as Neural Network and Markov 
model can also explore for other applications and com-
parative study with other time series analysis and fore-
casting models.

• D Men et.al (2008)[6]: 
In their work the authors predicted the fluctuations of stock 
prices and trade volumes are investigated by the method 
of Zipf plot, where Zipf plot technique is frequently used 
in physics science. Author discuss the statistical proper-
ties of fat tails phenomena and the power law distribu-
tions for the daily stocks prices and trade volumes. In the 
second part, they consider the fat tails phenomena and the 
power law distributions of Shanghai Stock Exchange In-
dex and Shenzhen Stock Exchange Index during the years 
2001-2006 by Zipf plot method.

•  Wang et.al (2008)[12]: 
Here the authors predicted the data of Chinese stock mar-
kets is analyzed by the statistical methods and computer 
sciences. The fluctuations of stock prices and trade vol-
umes are investigated by the method of Zipf plot, where 
Zipf plot technique is frequently used in physics science. 
The objective of this research is to investigate the power 
law behavior and the fat tails phenomena of Chinese stock 
markets. Some research work has been done for Chinese 
stock markets. In this paper, they (Jun Wang, Bingli Fan 
and Dongping) continue the research work by Zipf plot 
method. The work they have done during the period  be-
tween 2002-2007.

• For our proposed research, we got the required data from 
website: www.yahoo.com and nseindia.com.

3.1. DATA COLLECTION :
The analysis was conducted based on closing prices of the 
data from 1st January 2013 to 31st May 2016 expressed 
in Rupees and did not include dividends. Table 1 pres-
ents the names of the companies and sample of dataset. 
The required data was obtained from www.yahoo.com & 
nseindia.com, the National Stock Exchange of India Lim-
ited or S & P CNX NIFTY (NSE), is a Mumbai-based 
stock exchange. It is the largest stock exchange in India in 
terms of the daily turnover and the volume of equities and 
derivatives method. Sample of data is given in table-1, 2.



                                                                                                                         ISSN No: 2348-4845                                                                                                                          ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

International Journal & Magazine of Engineering, 
Technology, Management and Research

A Peer Reviewed Open Access International Journal   

                      Volume No: 4 (2017), Issue No: 6 (June)                                                                                                        June 2017
                                                                             www.ijmetmr.com                                                                                                                                        Page 387

                      Volume No: 4 (2017), Issue No: 6 (June)                                                                                                        June 2017
                                                                             www.ijmetmr.com                                                                                                                                        Page 388

They find distinct responses in returns, volatility, trad-
ing volumes and bid-ask spreads due to new arrivals.In a 
second analysis author introduce a long memory autore-
gressive conditional Poisson(LMACP) model to highly 
persistent time series of counts. The model is applied to 
forecast quoted bid-ask spreads, a key parameter in stock 
trading operations. They discuss theoretical properties of  
LMACP models and evaluate rolling window forecasts 
of quoted bid-ask spreads for stocks traded at NYSE and 
NASDAQ. They show that Poisson time series models sig-
nificantly outperform forecasts from ARMA, ARFIMA, 
ACD and FIACD models in this context. Finally, they 
address the problem of measuring volatility on small 20 
second to 5 minute intra-daily intervals in an optimal way. 
In addition to the standard realized volatility approaches 
they construct volatility measures by integrating spot vol-
atility estimates that include information on observations 
outside of the intra-daily intervals of interest. Comparing 
the alternative volatility measures in a simulation study 
we find that spot volatility-based measures minimize the 
RMSE in the case of small intervals.

• Puspanjali et.al (2012)[14] :
In this,Authors presents a scheme using Differential Evo-
lution based Functional Link Artificial Neural Network 
(FLANN) to predict the Indian Stock Market Indices. The 
Model uses Back-Propagation (BP) algorithm and Differ-
ential Evolution(DE) algorithm respectively for predict-
ing the Stock Price Indices for one day, one week, two 
weeks and one month in advance. The Indian stock prices 
i.e. BSE (Bombay Stock Exchange), NSE, INFY etc. 
with few technical indicators are considered as input for 
the experimental data. In all the cases, DE outperforms 
the BP algorithm. The Mean  Absolute Percentage Error 
(MAPE) and Root Mean Square Error (RMSE) are calcu-
lated for performance evaluation. The MAPE and RMSE 
in case of DE are found to be very less in comparison to 
BP method. The simulation study has been done using Ja-
va-6 and Net Beans within this. Accurate stock prediction 
is always a very challenging task. They proposed FLANN 
model trained with back propagation is giving good re-
sult as per the recorded RMSE, and MAPE values during 
testing for one day, one week, two weeks and one month 
ahead respectively. The DE optimized FLANN is proving 
it’s superiority as far as RMSE and MAPE are concerned. 
Further they  predict for further work on performance of 
DE is to be compared with Particle Swarm Optimization 
(PSO).

3. DATA : 
The data series we study are daily frequency observation 
on closing prices of companies and are going to take from 
nseindia.com, the National Stock Exchange of India. We 
consider the data for companies: ICICI, HDFC, IDBI, 
TCS, INFOSYS,  SATYAM, CIPLA , DR .REDDY, SUN-
PHARMA, ZEEL, NDTV, CINEVISTA and ONGC. The 
observations run from 1st January 2013 to 31st May 2016 
for ONGC and from 1st March 2016 to 31st May 2016 for 
the remaining companies.

• Preethi et.al (2012)[7] : 
Author predicted surveys on recent literature in the area 
of Neural Network, Data Mining, Hidden Markov Model 
and Neuro-Fuzzy system used to predict the stock market 
fluctuation. Neural Networks and Neuro-Fuzzy systems 
are identified to be the leading machine learning tech-
niques in stock market index prediction area. The Tradi-
tional techniques are not cover all the possible relation of 
the stock price fluctuations. There are new approaches to 
known in-depth of an analysis of stock price variations. 
NN and Markov Model can be used exclusively in the 
finance markets and forecasting of stock price. In this pa-
per, they propose a forecasting method to provide better 
an accuracy rather traditional method. Further, authors 
predicted the future work as Neural Network and Markov 
model can also explore for other applications and com-
parative study with other time series analysis and fore-
casting models.

• D Men et.al (2008)[6]: 
In their work the authors predicted the fluctuations of stock 
prices and trade volumes are investigated by the method 
of Zipf plot, where Zipf plot technique is frequently used 
in physics science. Author discuss the statistical proper-
ties of fat tails phenomena and the power law distribu-
tions for the daily stocks prices and trade volumes. In the 
second part, they consider the fat tails phenomena and the 
power law distributions of Shanghai Stock Exchange In-
dex and Shenzhen Stock Exchange Index during the years 
2001-2006 by Zipf plot method.

•  Wang et.al (2008)[12]: 
Here the authors predicted the data of Chinese stock mar-
kets is analyzed by the statistical methods and computer 
sciences. The fluctuations of stock prices and trade vol-
umes are investigated by the method of Zipf plot, where 
Zipf plot technique is frequently used in physics science. 
The objective of this research is to investigate the power 
law behavior and the fat tails phenomena of Chinese stock 
markets. Some research work has been done for Chinese 
stock markets. In this paper, they (Jun Wang, Bingli Fan 
and Dongping) continue the research work by Zipf plot 
method. The work they have done during the period  be-
tween 2002-2007.

• For our proposed research, we got the required data from 
website: www.yahoo.com and nseindia.com.

3.1. DATA COLLECTION :
The analysis was conducted based on closing prices of the 
data from 1st January 2013 to 31st May 2016 expressed 
in Rupees and did not include dividends. Table 1 pres-
ents the names of the companies and sample of dataset. 
The required data was obtained from www.yahoo.com & 
nseindia.com, the National Stock Exchange of India Lim-
ited or S & P CNX NIFTY (NSE), is a Mumbai-based 
stock exchange. It is the largest stock exchange in India in 
terms of the daily turnover and the volume of equities and 
derivatives method. Sample of data is given in table-1, 2.

TABLE1: sample of the data set

TABLE-2 : QUARTERLY DATA FOR ONGC COMPANY
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3.2. DATA PREPARATION :
Relative return is calculated for the above data i.e., the 
return that an asset achieves over a period of time com-
pared to a benchmark. The relative return is the difference 
between the absolute return achieved by the asset and the 
return achieved by the benchmark. The daily return on the 
portfolio was calculated using the formula

4. STATISTICAL TOOLS SUGGESTED:
4.1. FACTOR ANALYSIS:
Factor analysis is a statistical method used to describe 
variability among observed variables in terms of fewer 
unobserved variables called factors. The observed vari-
ables are modeled as linear combinations of the factors, 
plus “error” terms. The information gained about the 
interdependencies can be used later to reduce the set of 
variables in a dataset. Basically, the factor model is moti-
vated by the following argument. Suppose variables can 
be grouped by their correlations.

L: loading matrix ;  ε: Specific factors.
Now based on the principle of Factor Analysis, asset se-
lection could be completed in the following steps:
Step 1: Estimation of parameter.
Step 2: Extract the optimal number of factors.

4.2. TIME SERIES ANALYSIS :
A time series is a set of observations taken sequentially 
in time. In statistics, a time series is a sequence of data 
points, measured typically at successive times, spaced 
at time intervals. Time series analysis comprises meth-
ods that attempt to understand such time series, often ei-
ther to understand the underlying context of the data or 
to make forecasts (predictions). Time series forecasting 
is the use of a model to forecast future events based on 
known past events: to forecast future data points before 
they are measured.  A time series model will generally re-
flect the fact that observations close together in time will 
be more closely related than observations further apart. 
In addition, time series models will often make use of the 
natural one-way ordering of time so that values in a series 
for a given time will be expressed as deriving in some 
way from past values, rather than from future values. As 
shown by Box and Jenkins[17], models for time series 
data can have many forms and represent different stochas-
tic processes. When modeling variations in the level of a 
process, three broad classes of practical importance are 
the autoregressive (AR) models, the integrated (I) mod-
els, and the moving average (MA) models. These three 
classes depend linearlyon previous data points. Combina-
tions of these ideas produce autoregressive moving aver-
age (ARMA) and autoregressive integrated moving aver-
age (ARIMA) models. 

Autoregressive process: 
The AR (p) model is given by

Assumption: 
Here the term εt is the source of randomness and is called 
white noise. It is assumed to have the following charac-
teristics:

Why is relative return so important?
Because it is a way to measure the performance of ac-
tively managed funds, which should get a return greater 
than that of the market. Relative return can also be used 
within a context smaller than the entire market. The bot-
tom line is that absolute return does not say much on its 
own. You need to look at the relative return to see how 
an investment’s return compares to other similar invest-
ments. Once you have a comparable benchmark in which 
to measure your investment’s return, you can then make 
a decision of whether your investment is doing well or 
poorly and act accordingly.   

That is, all the variables within a particular group are 
highly correlated among themselves but have relatively 
small correlations with variables in a different group. It is 
conceivable that each group of variables represents a sin-
gle underlying construct or factor that is responsible for 
the observed correlation. In particular, the factor analysis 
model is given by:  

X – μ = L F + ε ,   where  X: observable random vectors ;  
μ: common mean ; 

Moving average process: 
Independent from the autoregressive process, each ele-
ment in the series can also be affected by the past error 
(or random shock) that cannot be accounted for by the 
autoregressive component. 

Assumption:
Here the term   is the source of randomness and is called 
white noise. It is assumed to have the following charac-
teristics:

Autoregressive moving average model:
The general model introduced by Box and Jenkins (1976) 
includes autoregressive as well as moving average param-
eters, and explicitly includes differencing in the formu-
lation of the model. Specifically, the three types of pa-
rameters in the model are: the autoregressive parameters 
(p), the number of differencing passes (d), and moving 
average parameters (q). In the notation introduced by Box 
and Jenkins, models are summarized as ARIMA (p, d, q); 
so, for example, a model described as (0, 1, 2) means that 
it contains 0 (zero) autoregressive (p) parameters and 2 
moving average (q) parameters which were computed for 
the series after it was differenced once. 

The ARIMA (p, d, q) model is given by :

There are three primary stages in building a Box-Jenkins 
time series model. 
Model Identification
Model Estimation
Model Validation

The following TABLE -3 gives a  sample of computed relative returns for different days of 
May-2016.
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5. ANALYSIS:
5.1ASSUMPTIONS: 
Assumption 1: The changes in the value of the portfolio 
are linearly dependent on all the changes in the value of 
the stocks.
Assumption 2: The stock returns follow multivariate 
normal distribution.

PIE DIAGRAM OF ALL SECTORS USING 
SUM
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Most of the observations lie on the straight line. So from 
the graph, we can conclude that the data follows multi-
variate normal distribution. 

5.2.SUMMARY STATISTICS OF THE 
DATA:
Descriptive statistics of the daily returns for the portfolio 
are provided in Table- 4, 5 & 6. These daily returns were 
determined using relative returns.

MULTIPLE  LINE DIAGRAM OF ALL 
SECTORS

Table-4: Descriptive Statistics

Table-5 : Descriptive Statistics of ONGC of Jan 2013- May 2016
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BARDIAGRAM OF ONGC AVERAGE

LINE DIAGRAM OF ONGC AVERAGE

The minimum return values, maximum return values, av-
erage returns standard, skewness and kurtosis of returns 
on a daily basis are presented in the table. The results 
show that average returns of SATYAM show high posi-
tive average returns. The results show that SATYAM has 
performed well overall. A common rule-of-thumb test for 
normality is to run descriptive statistics to get Skewness 
and Kurtosis. Skewness is the tilt (or lack of it) in a dis-
tribution. The more common type is right skew, where 
the smaller tail points to the right. Less common is left 
skew, where the smaller tail is points left. Skew should 
be within +1 to -1 range when the data are normally dis-
tributed. We observed that Skew ness for the daily returns 
of all the stocks are within +1 to -1 ,  which is an indica-
tion that the data are normally distributed. Kurtosis is the 
peakedness of a distribution. We observe that kurtosis of  
ZEELTV, NDTV, SUNPHARMA, SATYAM  has high 
kurtosis which is an indication that data are not normally 
distributed (i.e., kurtosis should be within +3 to -3 range 
when the data are normally distributed). Negative kurto-
sis indicates too many cases in the tails of the distribu-
tion. Positive kurtosis indicates too few cases in the tails, 
but we assume in the long run the variables are normally 
distributed.

6. SOFTWARE USED
•R Software
•SPSS

7. SCOPE FOR FURTHER STUDY
•Removal of the outliers 
•Association analysis
•Volatility and VaR

8. CONCLUSIONS: 
We are looking for the factors behind the following:
•The groups of IT sector and Banking sector because the 
IT companies are influenced by dollar price and Banks are 
reflected by interest rates. So it may be possible that some 
of the IT companies have shares of banks or vice versa.
•The groups of TV channels so it may be possible that a 
pharmacy company like DR.REDDY have insurance with 
IDBI and advertise their products in the TV channels.
•In the other groups Pharmacy companies and TV chan-
nels are grouped respectively.
•Using Time series analysis, we fit an appropriate model 
namely MA(1) to forecast the future stock prices.
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