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1 INTRODUCTION:
 
AS high-speed networks and ubiquitous Internet ac-
cess become available in recent years, many services 
are provided on the Internet such that users can use 
them from anywhere at any time. For example, the 
email service is probably the most popular one. Cloud 
computing is a concept that treats the resources on 
the Internet as a unified entity, a cloud.  Users just use 
services without being concerned about how computa-
tion is done and storage is managed. In this paper, we 
focus on designing a cloud storage system for robust-
ness, confidentiality, and functionality. A cloud storage 
system is considered as a large-scale distributed stor-
age system that consists of many independent storage 
servers.

2. PROBLEM STATEMENT:

Data robustness is a major requirement for storage 
systems. There have been many proposals of storing 
data over storage servers. One way to provide data ro-
bustness is to replicate a message such that each stor-
age server stores a copy of the message. It is very ro-
bust because the message can be retrieved as long as 
one storage server survives. Another way is to encode 
a message of k symbols into a codeword of n symbols 
by erasure coding. 

To store a message, each of its codeword symbols is 
stored in a different storage server. A storage server 
failure corresponds to an erasure error of the code-
word symbol. As long as the number of failure servers 
is under the tolerance threshold of the erasure code, 
the message can be recovered from the codeword 
symbols stored in the available storage servers by the 
decoding process. This provides a trade-off between 
the storage size and the tolerance threshold of failure 
servers.
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With this consideration, we propose a new threshold 
proxy re-encryption scheme and integrate it with a se-
cure decentralized code to form a secure distributed 
storage system. The encryption scheme supports en-
coding operations over encrypted messages and for-
warding operations over encrypted and encoded mes-
sages. The tight integration of encoding, encryption, 
and forwarding makes the storage system efficiently 
meet the requirements of data robustness, data confi-
dentiality, and data forwarding. 

Accomplishing the integration with consideration of a 
distributed structure is challenging. Our system meets 
the requirements that storage servers independently 
perform encoding and re-encryption and key servers 
independently perform partial decryption. Moreover, 
we consider the system in a more general setting than 
previous works. This setting allows more flexible ad-
justment between the number of storage servers and 
robustness. Assume that there are n distributed stor-
age servers and m key servers in the cloud storage 
system. A message is divided into k blocks and repre-
sented as a vector of k symbols. Our contributions are 
as follows:

1 .We construct a secure cloud storage system that sup-
ports the function of secure data forwarding by using a 
threshold proxy re-encryption scheme. The encryption 
scheme supports decentralized erasure codes over en-
crypted messages and forwarding operations over en-
crypted and encoded messages. Our system is highly 
distributed where storage servers independently en-
code and forward mes-sages and key servers indepen-
dently perform partial decryption.

2 we present a general setting parameter for our secure 
cloud storage system. Our parameter setting of n=akc 
supersedes the previous one one of n=ak√k, where c ≥ 
1.5 and a>√2 [6]. Our result n=akc  allows the number 
of storage severs be much greater than the number of 
blocks of a message. In practical systems, the number 
of storage servers is much more than k. The sacrifice 
is to slightly increase the total copies of an encrypted 
message symbol sent to storage servers. Nevertheless, 
the storage size in each storage server does not in-
crease because each storage server stores an encoded 
result (a codeword symbol), which is a combination of 
encrypted message symbols.

A decentralized erasure code is an erasure code that 
independently computes each codeword symbol for 
a message. Thus, the encoding process for a message 
can be split into parallel tasks of generating codeword 
symbols. A decentralized erasure code is suitable for 
use in a distributed storage system. After the mes-
sage symbols are sent to storage servers, each storage 
server independently computes a code-word symbol 
for the received message symbols and stores it. This 
finishes the encoding and storing process. The recov-
ery process is the same. Storing data in a third party’s 
cloud system causes serious concern on data confiden-
tiality. 

In order to provide strong confidentiality for messages 
in storage servers, a user can encrypt messages by a 
cryptographic method before applying an erasure 
code method to encode and store messages. When he 
wants to use a message, he needs to retrieve the code-
word symbols from storage servers, decode them, and 
then decrypt them by using cryptographic keys. There 
are three problems in the above straightforward inte-
gration of encryption and encoding. First, the user has 
to do most computation and the communication traf-
fic between the user and storage servers is high. Sec-
ond, the user has to manage his cryptographic keys. 
If the user’s device of storing the keys is lost or com-
promised, the security is broken. Finally, besides data 
storing and retrieving, it is hard for storage servers to 
directly support other functions. 

For example, storage servers cannot directly forward a 
user’s messages to another one. The owner of messag-
es has to retrieve, decode, decrypt and then forward 
them to another user.In this paper, we address the 
problem of forwarding data to another user by stor-
age servers directly under the command of the data 
owner. We consider the system model that consists of 
distributed storage servers and key servers.Since stor-
ing cryptographic keys in a single device is risky, a user 
distributes his cryptographic key to key servers that 
shall perform cryptographic functions on behalf of the 
user. These key servers are highly protected by secu-
rity mechanisms.

2.1 PROBLEM DEFINITION:

To well fit the distributed structure of systems, we 
require that servers independently perform all opera-
tions.
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While this issue can be problematic even for individual 
storage arrays, it becomes increasingly important as 
systems are distributed – and absolutely critical for the 
wide area peer-to-peer storage infrastructures being 
explored. This paper describes the motivation, archi-
tecture and implementation for a new peer-to-peer 
storage system, called Total Recall that automates the 
task of availability management. In particular, the Total 
Recall system automatically measures and estimates 
the availability of its constituent host components pre-
dicts their future availability based on past behaviour, 
calculates the appropriate redundancy mechanisms 
and repair policies, and delivers user-specified availabil-
ity while maximizing efficiency.

3.3.PAST:

This paper sketches the design of PAST, a large-scale, 
Internet-based, global storage utility that provides scal-
ability, high availability, persistence and security. PAST 
is a peer-to-peer Internet application and is entirely 
self organizing. PAST nodes serve as access points for 
clients, participate in the routing of client requests, 
and contribute storage to the system. Nodes are not 
trusted, they may join the system at any time and may 
silently leave the system without warning. Yet, the sys-
tem is able to provide strong assurances, efficient stor-
age access, load balancing and scalability.

4. EXISTING SYSTEM:

In Existing System we use a straightforward integra-
tion method. In straightforward integration method 
Storing data in a third party’s cloud system causes seri-
ous concern on data confidentiality. In order to provide 
strong confidentiality for messages in storage servers, 
a user can encrypt messages by a cryptographic meth-
od before applying an erasure code method to encode 
and store messages. When he wants to use a message, 
he needs to retrieve the Codeword symbols from stor-
age servers, decode them, and then decrypt them by 
using cryptographic keys. General encryption schemes 
protect data confidentiality, but also limit the function-
ality of the storage system because a few operations 
are supported over encrypted data. A decentralized 
architecture for storage systems offers good scalabil-
ity, because a storage server can join or leave without 
control of a central authority.

3.A SECURE DECENTRALIZED ERASURE CODE 
FOR DISTRIBUTED NETWORK STORAGE:

We consider the problem of constructing an erasure 
code for storage over a network when the data sourc-
es are distributed. Specifically, we assume that there 
are n storage nodes with limited memory and k < n 
sources generating the data. We want a data collector, 
who can appear anywhere in the network, to query any 
k storage nodes and be able to retrieve the data. We in-
troduce Decentralized Erasure Codes, which are linear 
codes with a specific randomized structure inspired by 
network coding on random bipartite graphs. We show 
that decentralized erasure codes are optimally sparse, 
and lead to reduced communication, storage and com-
putation cost over random linear coding.

3.1 PLUTUS:

Plutus is a cryptographic storage system that enables 
secure file sharing without placing much trust on the 
file servers. In particular, it makes novel use of cryp-
tographic primitives to protect and share files. Plutus 
features highly scalable key management while allow-
ing individual users to retain direct control over who 
gets access to their files. We explain the mechanisms 
in Plutus to reduce the number of cryptographic keys 
exchanged between users by using file groups, distin-
guish file read and write access, handle user revocation 
efficiently, and allow an un trusted server to authorize 
file writes. We have built a prototype of Plutus on 
OpenAFS. Measurements of this prototype show that 
Plutus achieves strong security with overhead compa-
rable to systems that encrypt all network traffic.

3.2.TOTALRECALL:

Availability is a storage system property that is both 
highly desired and yet minimally engineered. While 
many systems provide mechanisms to improve avail-
ability– such as redundancy and failure recovery – how 
to best configure these mechanisms is typically left to 
the system manager. Unfortunately, few individuals 
have the skills to properly manage the trade-offs in-
volved, let alone the time to adapt these decisions to 
changing conditions. Instead, most systems are config-
ured statically and with only a cursory understanding of 
how the configuration will impact overall performance 
or availability.
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With this consideration, we propose a new threshold 
proxy re-encryption scheme and integrate it with a se-
cure decentralized code to form a secure distributed 
storage system. The encryption scheme supports en-
coding operations over encrypted messages and for-
warding operations over encrypted and encoded mes-
sages. The tight integration of encoding, encryption, 
and forwarding makes the storage system efficiently 
meet the requirements of data robustness, data confi-
dentiality, and data forwarding. 

Accomplishing the integration with consideration of a 
distributed structure is challenging. Our system meets 
the requirements that storage servers independently 
perform encoding and re-encryption and key servers 
independently perform partial decryption. Moreover, 
we consider the system in a more general setting than 
previous works. This setting allows more flexible ad-
justment between the number of storage servers and 
robustness. Assume that there are n distributed stor-
age servers and m key servers in the cloud storage 
system. A message is divided into k blocks and repre-
sented as a vector of k symbols. Our contributions are 
as follows:

1 .We construct a secure cloud storage system that sup-
ports the function of secure data forwarding by using a 
threshold proxy re-encryption scheme. The encryption 
scheme supports decentralized erasure codes over en-
crypted messages and forwarding operations over en-
crypted and encoded messages. Our system is highly 
distributed where storage servers independently en-
code and forward mes-sages and key servers indepen-
dently perform partial decryption.

2 we present a general setting parameter for our secure 
cloud storage system. Our parameter setting of n=akc 
supersedes the previous one one of n=ak√k, where c ≥ 
1.5 and a>√2 [6]. Our result n=akc  allows the number 
of storage severs be much greater than the number of 
blocks of a message. In practical systems, the number 
of storage servers is much more than k. The sacrifice 
is to slightly increase the total copies of an encrypted 
message symbol sent to storage servers. Nevertheless, 
the storage size in each storage server does not in-
crease because each storage server stores an encoded 
result (a codeword symbol), which is a combination of 
encrypted message symbols.

A decentralized erasure code is an erasure code that 
independently computes each codeword symbol for 
a message. Thus, the encoding process for a message 
can be split into parallel tasks of generating codeword 
symbols. A decentralized erasure code is suitable for 
use in a distributed storage system. After the mes-
sage symbols are sent to storage servers, each storage 
server independently computes a code-word symbol 
for the received message symbols and stores it. This 
finishes the encoding and storing process. The recov-
ery process is the same. Storing data in a third party’s 
cloud system causes serious concern on data confiden-
tiality. 

In order to provide strong confidentiality for messages 
in storage servers, a user can encrypt messages by a 
cryptographic method before applying an erasure 
code method to encode and store messages. When he 
wants to use a message, he needs to retrieve the code-
word symbols from storage servers, decode them, and 
then decrypt them by using cryptographic keys. There 
are three problems in the above straightforward inte-
gration of encryption and encoding. First, the user has 
to do most computation and the communication traf-
fic between the user and storage servers is high. Sec-
ond, the user has to manage his cryptographic keys. 
If the user’s device of storing the keys is lost or com-
promised, the security is broken. Finally, besides data 
storing and retrieving, it is hard for storage servers to 
directly support other functions. 

For example, storage servers cannot directly forward a 
user’s messages to another one. The owner of messag-
es has to retrieve, decode, decrypt and then forward 
them to another user.In this paper, we address the 
problem of forwarding data to another user by stor-
age servers directly under the command of the data 
owner. We consider the system model that consists of 
distributed storage servers and key servers.Since stor-
ing cryptographic keys in a single device is risky, a user 
distributes his cryptographic key to key servers that 
shall perform cryptographic functions on behalf of the 
user. These key servers are highly protected by secu-
rity mechanisms.

2.1 PROBLEM DEFINITION:

To well fit the distributed structure of systems, we 
require that servers independently perform all opera-
tions.
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While this issue can be problematic even for individual 
storage arrays, it becomes increasingly important as 
systems are distributed – and absolutely critical for the 
wide area peer-to-peer storage infrastructures being 
explored. This paper describes the motivation, archi-
tecture and implementation for a new peer-to-peer 
storage system, called Total Recall that automates the 
task of availability management. In particular, the Total 
Recall system automatically measures and estimates 
the availability of its constituent host components pre-
dicts their future availability based on past behaviour, 
calculates the appropriate redundancy mechanisms 
and repair policies, and delivers user-specified availabil-
ity while maximizing efficiency.

3.3.PAST:

This paper sketches the design of PAST, a large-scale, 
Internet-based, global storage utility that provides scal-
ability, high availability, persistence and security. PAST 
is a peer-to-peer Internet application and is entirely 
self organizing. PAST nodes serve as access points for 
clients, participate in the routing of client requests, 
and contribute storage to the system. Nodes are not 
trusted, they may join the system at any time and may 
silently leave the system without warning. Yet, the sys-
tem is able to provide strong assurances, efficient stor-
age access, load balancing and scalability.

4. EXISTING SYSTEM:

In Existing System we use a straightforward integra-
tion method. In straightforward integration method 
Storing data in a third party’s cloud system causes seri-
ous concern on data confidentiality. In order to provide 
strong confidentiality for messages in storage servers, 
a user can encrypt messages by a cryptographic meth-
od before applying an erasure code method to encode 
and store messages. When he wants to use a message, 
he needs to retrieve the Codeword symbols from stor-
age servers, decode them, and then decrypt them by 
using cryptographic keys. General encryption schemes 
protect data confidentiality, but also limit the function-
ality of the storage system because a few operations 
are supported over encrypted data. A decentralized 
architecture for storage systems offers good scalabil-
ity, because a storage server can join or leave without 
control of a central authority.

3.A SECURE DECENTRALIZED ERASURE CODE 
FOR DISTRIBUTED NETWORK STORAGE:

We consider the problem of constructing an erasure 
code for storage over a network when the data sourc-
es are distributed. Specifically, we assume that there 
are n storage nodes with limited memory and k < n 
sources generating the data. We want a data collector, 
who can appear anywhere in the network, to query any 
k storage nodes and be able to retrieve the data. We in-
troduce Decentralized Erasure Codes, which are linear 
codes with a specific randomized structure inspired by 
network coding on random bipartite graphs. We show 
that decentralized erasure codes are optimally sparse, 
and lead to reduced communication, storage and com-
putation cost over random linear coding.

3.1 PLUTUS:

Plutus is a cryptographic storage system that enables 
secure file sharing without placing much trust on the 
file servers. In particular, it makes novel use of cryp-
tographic primitives to protect and share files. Plutus 
features highly scalable key management while allow-
ing individual users to retain direct control over who 
gets access to their files. We explain the mechanisms 
in Plutus to reduce the number of cryptographic keys 
exchanged between users by using file groups, distin-
guish file read and write access, handle user revocation 
efficiently, and allow an un trusted server to authorize 
file writes. We have built a prototype of Plutus on 
OpenAFS. Measurements of this prototype show that 
Plutus achieves strong security with overhead compa-
rable to systems that encrypt all network traffic.

3.2.TOTALRECALL:

Availability is a storage system property that is both 
highly desired and yet minimally engineered. While 
many systems provide mechanisms to improve avail-
ability– such as redundancy and failure recovery – how 
to best configure these mechanisms is typically left to 
the system manager. Unfortunately, few individuals 
have the skills to properly manage the trade-offs in-
volved, let alone the time to adapt these decisions to 
changing conditions. Instead, most systems are config-
ured statically and with only a cursory understanding of 
how the configuration will impact overall performance 
or availability.
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ARCHITECTURE:

When a user wants to share his messages, he sends a 
re-encryption key to the storage server. The storage 
server re-encrypts the encrypted messages for the au-
thorized user. Thus, their system has data confidenti-
ality and supports the data forwarding function. Our 
work further integrates encryption, re-encryption, and 
encoding such that storage robust-ness is strength-
ened.

Type-based proxy re-encryption schemes proposed 
by Tang  provide a better granularity on the granted 
right of a re-encryption key. A user can decide which 
type of messages and with whom he wants to share in 
this kind of proxy re-encryption schemes. Key-private 
proxy re-encryption schemes are proposed by Aten-
iese et al. In a key-private proxy re-encryption scheme, 
given a re-encryption key, a proxy server cannot deter-
mine the identity of the recipient. This kind of proxy re-
encryption schemes provides higher privacy guarantee 
against proxy servers. Although most proxy re-encryp-
tion schemes use pairing operations, there exist proxy 
re-encryption schemes without pairing.

Integrity Checking Functionality *	
Another important functionality about cloud storage is 
the function of integrity checking. After a user stores 
data into the storage system, he no longer possesses 
the data at hand. The user may want to check whether 
the data are properly stored in storage servers. The 
concept of provable data possession and the notion of 
proof of storage are proposed. Later, public audit abil-
ity of stored data is addressed in. Nevertheless all of 
them consider the messages in the clear text form.

•SCENARIO
We present the scenario of the storage system, the 
threat model that we consider for the confidentiality 
issue, and a discussion for a straightforward solution.

DISADVATAGES OF EXISTING SYSTEM:

The user can perform more computation and com-*	
munication traffic between the user and storage serv-
ers is high.

The user has to manage his cryptographic keys oth-*	
erwise the security has to be broken.

The data storing and retrieving, it is hard for storage *	
servers to directly support other functions.

5. PROPOSED SYSTEM:

In our proposed system we address the problem of 
forwarding data to another user by storage servers 
directly under the command of the data owner. We 
consider the system model that consists of distributed 
storage servers and key servers. Since storing crypto-
graphic keys in a single device is risky, a user distributes 
his cryptographic key to key servers that shall perform 
cryptographic functions on behalf of the user. These 
key servers are highly protected by security mecha-
nisms.

The distributed systems require independent servers 
to perform all operations. We propose a new thresh-
old proxy re-encryption scheme and integrate it with 
a secure decentralized code to form a secure distrib-
uted storage system. The encryption scheme supports 
encoding operations over encrypted messages and 
forwarding operations over encrypted and encoded 
messages.

ADVANTAGES OF PROPOSED SYSTEM:

Tight integration of encoding, encryption, and for-*	
warding makes the storage system efficiently meet the 
requirements of data robustness, data confidentiality, 
and data forwarding.

The storage servers independently perform encod-*	
ing and re-encryption process and the key servers inde-
pendently perform partial decryption process.

More flexible adjustment between the number of *	
storage servers and robustness.
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servers to get codeword symbols and does partial de-
cryption on the received codeword symbols by using 
the key share SKA;i. Finally, user A combines the par-
tially decrypted codeword symbols to obtain the origi-
nal message M. When a storage server fails, a new one 
is added. The new storage server queries k available 
storage servers, linearly combines the received code-
word symbols as a new one and stores it. The system is 
then recovered.

•Threat Model 
We consider data confidentiality for both data stor-
age and data forwarding. In this threat model, an at-
tacker wants to break data confidentiality of a target 
user. To do so, the attacker colludes with all storage 
servers, non target users, and up to ðt _ 1Þ key servers. 
The attacker analyzes stored messages in storage serv-
ers, the secret keys of no target users, and the shared 
keys stored in key servers. Note that the storage serv-
ers store all re-encryption keys provided by users. The 
attacker may try to generate a new re-encryption key 
from stored re-encryption keys. We formally model 
this attack by the standard chosen plaintext attack1 of 
the proxy.

6. FEASIBILITY STUDY:

The feasibility of the project is analyzed in this phase 
and business proposal is put forth with a very general 
plan for the project and some cost estimates. During 
system analysis the feasibility study of the proposed 
system is to be carried out. This is to ensure that the 
proposed system is not a burden to the company.  For 
feasibility analysis, some understanding of the major 
requirements for the system is essential.

Three key considerations involved in the feasibility 
analysis are	

•ECONOMICAL FEASIBILITY

•ECHNICAL FEASIBILITY

•SOCIAL FEASIBILITY

6.1 ECONOMICAL FEASIBILITY:
              
This study is carried out to check the economic impact 
that the system will have on the organization.

•System Model 
As shown in Fig. 1, our system model consists of users, 
n storage servers SS1; SS2; . . . ; SSn, and m key servers 
KS1; KS2; . . . ; KSm. Storage servers provide storage 
services and key servers provide key management ser-
vices. They work independently. Our distributed stor-
age system consists of four phases: system setup, data 
storage, data forwarding, and data retrieval. These 
four phases are described as follows. In the system 
setup phase, the system manager chooses system pa-
rameters and publishes them. Each user A is assigned 
a public-secret key pair ðPKA; SKAÞ. User A distributes 
his secret key SKA to key servers such that each key 
server KSi holds a key share SKA;i, 1 _ i _ m. The key is 
shared with a threshold t.

In the data storage phase, user A encrypts his message 
M and dispatches it to storage servers. A message M is 
decomposed into k blocks m1; m2; . . . ; mk and has an 
identifier ID. User A encrypts each block mi into a ci-
pher text Ci and sends it to v randomly chosen storage 
servers. Upon receiving cipher texts from a user, each 
storage server linearly combines them with randomly 
chosen coefficients into a codeword symbol and stores 
it. Note that a storage server may receive less than k 
message blocks and we assume that all storage servers 
know the value k in advance.

In the data forwarding phase, user A forwards his en-
crypted message with an identifier ID stored in stor-
age servers to user B such that B can decrypt the for-
warded message by his secret key. To do so, A uses his 
secret key SKA and B’s public key PKB to compute a 
re-encryption key RKIDA!B and then sends RKIDA!B to 
all storage servers. Each storage server uses the re-en-
cryption key to re-encrypt its codeword symbol for lat-
er retrieval requests by B. The re-encrypted codeword 
symbol is the combination of cipher texts under B’s 
public key. In order to distinguish re-encrypted code-
word symbols from intact ones, we call them original 
codeword symbols and re-encrypted codeword sym-
bols, respectively.

In the data retrieval phase, user A requests to retrieve 
a message from storage servers. The message is either 
stored by him or forwarded to him. User A sends a re-
trieval request to key servers. Upon receiving the re-
trieval request and executing a proper authentication 
process with user A, each key server KSi requests u ran-
domly chosen storage
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ARCHITECTURE:

When a user wants to share his messages, he sends a 
re-encryption key to the storage server. The storage 
server re-encrypts the encrypted messages for the au-
thorized user. Thus, their system has data confidenti-
ality and supports the data forwarding function. Our 
work further integrates encryption, re-encryption, and 
encoding such that storage robust-ness is strength-
ened.

Type-based proxy re-encryption schemes proposed 
by Tang  provide a better granularity on the granted 
right of a re-encryption key. A user can decide which 
type of messages and with whom he wants to share in 
this kind of proxy re-encryption schemes. Key-private 
proxy re-encryption schemes are proposed by Aten-
iese et al. In a key-private proxy re-encryption scheme, 
given a re-encryption key, a proxy server cannot deter-
mine the identity of the recipient. This kind of proxy re-
encryption schemes provides higher privacy guarantee 
against proxy servers. Although most proxy re-encryp-
tion schemes use pairing operations, there exist proxy 
re-encryption schemes without pairing.

Integrity Checking Functionality *	
Another important functionality about cloud storage is 
the function of integrity checking. After a user stores 
data into the storage system, he no longer possesses 
the data at hand. The user may want to check whether 
the data are properly stored in storage servers. The 
concept of provable data possession and the notion of 
proof of storage are proposed. Later, public audit abil-
ity of stored data is addressed in. Nevertheless all of 
them consider the messages in the clear text form.

•SCENARIO
We present the scenario of the storage system, the 
threat model that we consider for the confidentiality 
issue, and a discussion for a straightforward solution.

DISADVATAGES OF EXISTING SYSTEM:

The user can perform more computation and com-*	
munication traffic between the user and storage serv-
ers is high.

The user has to manage his cryptographic keys oth-*	
erwise the security has to be broken.

The data storing and retrieving, it is hard for storage *	
servers to directly support other functions.

5. PROPOSED SYSTEM:

In our proposed system we address the problem of 
forwarding data to another user by storage servers 
directly under the command of the data owner. We 
consider the system model that consists of distributed 
storage servers and key servers. Since storing crypto-
graphic keys in a single device is risky, a user distributes 
his cryptographic key to key servers that shall perform 
cryptographic functions on behalf of the user. These 
key servers are highly protected by security mecha-
nisms.

The distributed systems require independent servers 
to perform all operations. We propose a new thresh-
old proxy re-encryption scheme and integrate it with 
a secure decentralized code to form a secure distrib-
uted storage system. The encryption scheme supports 
encoding operations over encrypted messages and 
forwarding operations over encrypted and encoded 
messages.

ADVANTAGES OF PROPOSED SYSTEM:

Tight integration of encoding, encryption, and for-*	
warding makes the storage system efficiently meet the 
requirements of data robustness, data confidentiality, 
and data forwarding.

The storage servers independently perform encod-*	
ing and re-encryption process and the key servers inde-
pendently perform partial decryption process.

More flexible adjustment between the number of *	
storage servers and robustness.
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servers to get codeword symbols and does partial de-
cryption on the received codeword symbols by using 
the key share SKA;i. Finally, user A combines the par-
tially decrypted codeword symbols to obtain the origi-
nal message M. When a storage server fails, a new one 
is added. The new storage server queries k available 
storage servers, linearly combines the received code-
word symbols as a new one and stores it. The system is 
then recovered.

•Threat Model 
We consider data confidentiality for both data stor-
age and data forwarding. In this threat model, an at-
tacker wants to break data confidentiality of a target 
user. To do so, the attacker colludes with all storage 
servers, non target users, and up to ðt _ 1Þ key servers. 
The attacker analyzes stored messages in storage serv-
ers, the secret keys of no target users, and the shared 
keys stored in key servers. Note that the storage serv-
ers store all re-encryption keys provided by users. The 
attacker may try to generate a new re-encryption key 
from stored re-encryption keys. We formally model 
this attack by the standard chosen plaintext attack1 of 
the proxy.

6. FEASIBILITY STUDY:

The feasibility of the project is analyzed in this phase 
and business proposal is put forth with a very general 
plan for the project and some cost estimates. During 
system analysis the feasibility study of the proposed 
system is to be carried out. This is to ensure that the 
proposed system is not a burden to the company.  For 
feasibility analysis, some understanding of the major 
requirements for the system is essential.

Three key considerations involved in the feasibility 
analysis are	

•ECONOMICAL FEASIBILITY

•ECHNICAL FEASIBILITY

•SOCIAL FEASIBILITY

6.1 ECONOMICAL FEASIBILITY:
              
This study is carried out to check the economic impact 
that the system will have on the organization.

•System Model 
As shown in Fig. 1, our system model consists of users, 
n storage servers SS1; SS2; . . . ; SSn, and m key servers 
KS1; KS2; . . . ; KSm. Storage servers provide storage 
services and key servers provide key management ser-
vices. They work independently. Our distributed stor-
age system consists of four phases: system setup, data 
storage, data forwarding, and data retrieval. These 
four phases are described as follows. In the system 
setup phase, the system manager chooses system pa-
rameters and publishes them. Each user A is assigned 
a public-secret key pair ðPKA; SKAÞ. User A distributes 
his secret key SKA to key servers such that each key 
server KSi holds a key share SKA;i, 1 _ i _ m. The key is 
shared with a threshold t.

In the data storage phase, user A encrypts his message 
M and dispatches it to storage servers. A message M is 
decomposed into k blocks m1; m2; . . . ; mk and has an 
identifier ID. User A encrypts each block mi into a ci-
pher text Ci and sends it to v randomly chosen storage 
servers. Upon receiving cipher texts from a user, each 
storage server linearly combines them with randomly 
chosen coefficients into a codeword symbol and stores 
it. Note that a storage server may receive less than k 
message blocks and we assume that all storage servers 
know the value k in advance.

In the data forwarding phase, user A forwards his en-
crypted message with an identifier ID stored in stor-
age servers to user B such that B can decrypt the for-
warded message by his secret key. To do so, A uses his 
secret key SKA and B’s public key PKB to compute a 
re-encryption key RKIDA!B and then sends RKIDA!B to 
all storage servers. Each storage server uses the re-en-
cryption key to re-encrypt its codeword symbol for lat-
er retrieval requests by B. The re-encrypted codeword 
symbol is the combination of cipher texts under B’s 
public key. In order to distinguish re-encrypted code-
word symbols from intact ones, we call them original 
codeword symbols and re-encrypted codeword sym-
bols, respectively.

In the data retrieval phase, user A requests to retrieve 
a message from storage servers. The message is either 
stored by him or forwarded to him. User A sends a re-
trieval request to key servers. Upon receiving the re-
trieval request and executing a proper authentication 
process with user A, each key server KSi requests u ran-
domly chosen storage
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Then the server setup method can be opened. In serv-
er setup process the admin first set the remote serv-
ers IP-address for send that IP-address to the receiver. 
Then the server can skip the process to activate or De-
activate the process. For activating the process the 
storage server can display the IP-address. For De-acti-
vating the process the storage server cannot display 
the IP-address. These details can be viewed by clicking 
the key server. The activated IP-addresses are stored in 
available storage server. By clicking the available stor-
age server button we can view the currently available 
IP-addresses. 

Data Encryption Module:

In cloud login module the user can login his own de-
tails. If the user cannot have the account for that cloud 
system first the user can register his details for using 
and entering into the cloud system. The Registration 
process details are Username, E-mail, password, con-
firm password, date of birth, gender and also the loca-
tion. After entering the registration process the details 
can be stored in database of the cloud system. Then 
the user has to login to give his corrected username 
and password the code has to be send his/her E-mail. 
Then the user will go to open his account and view the 
code that can be generated from the cloud system. 

In Upload Module the new folder can be create for 
storing the files. In folder creation process the cloud 
system may ask one question for that user. The user 
should answer the question and must remember that 
answer for further usage. Then enter the folder name 
for create the folder for that user. In file upload pro-
cess the user has to choose one file from browsing the 
system and enter the upload option. Now, the server 
from the cloud can give the encrypted form of the up-
loading file.

Data Forwarding Module:

In forward module first we can see the storage details 
for the uploaded files. When click the storage details op-
tion we can see the file name, question, answer, folder 
name, forward value (true or false), forward E-mail. If 
the forward column display the forwarded value is true 
the user cannot forward to another person If the for-
ward column display the forwarded value is false the 
user can forward the file into another person..

The amount of fund that the company can pour into 
the research and development of the system is lim-
ited. The expenditures must be justified. Thus the de-
veloped system as well within the budget and this was 
achieved because most of the technologies used are 
freely available. Only the customized products had to 
be purchased.

6.2 TECHNICAL FEASIBILITY:

 This study is carried out to check the technical feasibil-
ity, that is, the technical requirements of the system. 
Any system developed must not have a high demand on 
the available technical resources. This will lead to high 
demands on the available technical resources. This will 
lead to high demands being placed on the client. The 
developed system must have a modest requirement, 
as only minimal or null changes are required for imple-
menting this system.   

6.3 SOCIAL FEASIBILIT:

 The aspect of study is to check the level of acceptance 
of the system by the user. This includes the process 
of training the user to use the system efficiently. The 
user must not feel threatened by the system, instead 
must accept it as a necessity. The level of acceptance 
by the users solely depends on the methods that are 
employed to educate the user about the system and to 
make him familiar with it. His level of confidence must 
be raised so that he is also able to make some construc-
tive criticism, which is welcomed, as he is the final user 
of the system.

MODULES:

Construction of Cloud Data Storage Module

•Data Encryption Module

•Data Forwarding Module

•Data Retrieval Module

MODULES DESCRIPTION:
Construction of Cloud Data Storage Module:

In Admin Module the admin can login to give his user-
name and password. 
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We construct a secure cloud storage system that sup-
ports the function of secure data forwarding by using a 
threshold proxy re-encryption scheme. The encryption 
scheme supports decentralized erasure codes over en-
crypted messages and forwarding operations over en-
crypted and encoded messages. Our system is highly 
distributed where storage servers independently en-
code and forward messages and key servers indepen-
dently perform partial decryption.

FUTURE ENHANCEMENT:

In our system we address the problem of forwarding 
data to another user by storage servers directly under 
the command of the data owner. We consider the sys-
tem model that consists of distributed storage servers 
and key servers. Since storing cryptographic keys in a 
single device is risky, a user distributes his cryptograph-
ic key to key servers that shall perform cryptographic 
functions on behalf of the user. These key servers are 
highly protected by security mechanisms.

The distributed systems require independent servers 
to perform all operations. We propose a new thresh-
old proxy re-encryption scheme and integrate it with 
a secure decentralized code to form a secure distrib-
uted storage system. The encryption scheme supports 
encoding operations over encrypted messages and 
forwarding operations over encrypted and encoded 
messages.

DISCUSSIONS AND CONCLUSION:

In this paper, we consider a cloud storage system con-
sists of storage servers and key servers. We integrate a 
newly Proposed threshold proxy re-encryption scheme 
and erasure codes over exponents. The threshold 
proxy re-encryption scheme supports encoding, for-
warding, and partial decryption operations in a distrib-
uted way. To decrypt a message of k blocks that are 
encrypted and encoded to n codeword symbols, each 
key server only has to partially decrypt two codeword 
symbols in our system. By using the threshold proxy re-
encryption scheme, we present a secure cloud storage 
system that provides secure data storage and secure 
data forwarding functionality in a decentralized struc-
ture. Moreover, each storage server independently 
performs encoding and re-encryption and each key 
server independently perform partial decryption.

In file forward processes contains the selected file 
name, E-mail address of the forwarder and enter the 
code to the forwarder. Now, another user can check 
his account properly and view the code forwarded 
from the previous user. Then the current user has login 
to the cloud system and to check the receive details. In 
receive details the forwarded file is present then the 
user will go to the download process.

Data Retrieval Module:

In Download module contains the following details. 
There are username and file name. First, the server 
process can be run which means the server can be 
connected with its particular client. Now, the client 
has to download the file to download the file key. In 
file key downloading process the fields are username, 
filename, question, answer and the code. Now clicking 
the download option the client can view the encrypted 
key. Then using that key the client can view the file and 
use that file appropriately.

SCOPE OF THE PROJECT:

Designing a cloud storage system for robustness, *	
confidentiality and functionality. The proxy re-encryp-
tion scheme supports encoding operations over en-
crypted messages as well as forwarding operations 
over encoded and encrypted messages. To provide 
data robustness is to replicate a message such that 
each Storage server stores a copy of the message. It is 
very robust because the message can be retrieved as 
long as one storage server survives.

The number of failure servers is under the tolerance *	
threshold of the erasure code, the message can be 
recovered from the codeword symbols stored in the 
available storage servers by the decoding process. This 
provides a tradeoff between the storage size and the 
tolerance threshold of failure servers.

A decentralized erasure code is an erasure code that *	
independently computes each codeword symbol for a 
message. A decentralized erasure code is suitable for 
use in a distributed storage system.

A storage server failure is modeled as an erasure er-*	
ror of the stored codeword symbol.
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Then the server setup method can be opened. In serv-
er setup process the admin first set the remote serv-
ers IP-address for send that IP-address to the receiver. 
Then the server can skip the process to activate or De-
activate the process. For activating the process the 
storage server can display the IP-address. For De-acti-
vating the process the storage server cannot display 
the IP-address. These details can be viewed by clicking 
the key server. The activated IP-addresses are stored in 
available storage server. By clicking the available stor-
age server button we can view the currently available 
IP-addresses. 

Data Encryption Module:

In cloud login module the user can login his own de-
tails. If the user cannot have the account for that cloud 
system first the user can register his details for using 
and entering into the cloud system. The Registration 
process details are Username, E-mail, password, con-
firm password, date of birth, gender and also the loca-
tion. After entering the registration process the details 
can be stored in database of the cloud system. Then 
the user has to login to give his corrected username 
and password the code has to be send his/her E-mail. 
Then the user will go to open his account and view the 
code that can be generated from the cloud system. 

In Upload Module the new folder can be create for 
storing the files. In folder creation process the cloud 
system may ask one question for that user. The user 
should answer the question and must remember that 
answer for further usage. Then enter the folder name 
for create the folder for that user. In file upload pro-
cess the user has to choose one file from browsing the 
system and enter the upload option. Now, the server 
from the cloud can give the encrypted form of the up-
loading file.

Data Forwarding Module:

In forward module first we can see the storage details 
for the uploaded files. When click the storage details op-
tion we can see the file name, question, answer, folder 
name, forward value (true or false), forward E-mail. If 
the forward column display the forwarded value is true 
the user cannot forward to another person If the for-
ward column display the forwarded value is false the 
user can forward the file into another person..

The amount of fund that the company can pour into 
the research and development of the system is lim-
ited. The expenditures must be justified. Thus the de-
veloped system as well within the budget and this was 
achieved because most of the technologies used are 
freely available. Only the customized products had to 
be purchased.

6.2 TECHNICAL FEASIBILITY:

 This study is carried out to check the technical feasibil-
ity, that is, the technical requirements of the system. 
Any system developed must not have a high demand on 
the available technical resources. This will lead to high 
demands on the available technical resources. This will 
lead to high demands being placed on the client. The 
developed system must have a modest requirement, 
as only minimal or null changes are required for imple-
menting this system.   

6.3 SOCIAL FEASIBILIT:

 The aspect of study is to check the level of acceptance 
of the system by the user. This includes the process 
of training the user to use the system efficiently. The 
user must not feel threatened by the system, instead 
must accept it as a necessity. The level of acceptance 
by the users solely depends on the methods that are 
employed to educate the user about the system and to 
make him familiar with it. His level of confidence must 
be raised so that he is also able to make some construc-
tive criticism, which is welcomed, as he is the final user 
of the system.

MODULES:

Construction of Cloud Data Storage Module

•Data Encryption Module

•Data Forwarding Module

•Data Retrieval Module

MODULES DESCRIPTION:
Construction of Cloud Data Storage Module:

In Admin Module the admin can login to give his user-
name and password. 
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We construct a secure cloud storage system that sup-
ports the function of secure data forwarding by using a 
threshold proxy re-encryption scheme. The encryption 
scheme supports decentralized erasure codes over en-
crypted messages and forwarding operations over en-
crypted and encoded messages. Our system is highly 
distributed where storage servers independently en-
code and forward messages and key servers indepen-
dently perform partial decryption.

FUTURE ENHANCEMENT:

In our system we address the problem of forwarding 
data to another user by storage servers directly under 
the command of the data owner. We consider the sys-
tem model that consists of distributed storage servers 
and key servers. Since storing cryptographic keys in a 
single device is risky, a user distributes his cryptograph-
ic key to key servers that shall perform cryptographic 
functions on behalf of the user. These key servers are 
highly protected by security mechanisms.

The distributed systems require independent servers 
to perform all operations. We propose a new thresh-
old proxy re-encryption scheme and integrate it with 
a secure decentralized code to form a secure distrib-
uted storage system. The encryption scheme supports 
encoding operations over encrypted messages and 
forwarding operations over encrypted and encoded 
messages.

DISCUSSIONS AND CONCLUSION:

In this paper, we consider a cloud storage system con-
sists of storage servers and key servers. We integrate a 
newly Proposed threshold proxy re-encryption scheme 
and erasure codes over exponents. The threshold 
proxy re-encryption scheme supports encoding, for-
warding, and partial decryption operations in a distrib-
uted way. To decrypt a message of k blocks that are 
encrypted and encoded to n codeword symbols, each 
key server only has to partially decrypt two codeword 
symbols in our system. By using the threshold proxy re-
encryption scheme, we present a secure cloud storage 
system that provides secure data storage and secure 
data forwarding functionality in a decentralized struc-
ture. Moreover, each storage server independently 
performs encoding and re-encryption and each key 
server independently perform partial decryption.

In file forward processes contains the selected file 
name, E-mail address of the forwarder and enter the 
code to the forwarder. Now, another user can check 
his account properly and view the code forwarded 
from the previous user. Then the current user has login 
to the cloud system and to check the receive details. In 
receive details the forwarded file is present then the 
user will go to the download process.

Data Retrieval Module:

In Download module contains the following details. 
There are username and file name. First, the server 
process can be run which means the server can be 
connected with its particular client. Now, the client 
has to download the file to download the file key. In 
file key downloading process the fields are username, 
filename, question, answer and the code. Now clicking 
the download option the client can view the encrypted 
key. Then using that key the client can view the file and 
use that file appropriately.

SCOPE OF THE PROJECT:

Designing a cloud storage system for robustness, *	
confidentiality and functionality. The proxy re-encryp-
tion scheme supports encoding operations over en-
crypted messages as well as forwarding operations 
over encoded and encrypted messages. To provide 
data robustness is to replicate a message such that 
each Storage server stores a copy of the message. It is 
very robust because the message can be retrieved as 
long as one storage server survives.

The number of failure servers is under the tolerance *	
threshold of the erasure code, the message can be 
recovered from the codeword symbols stored in the 
available storage servers by the decoding process. This 
provides a tradeoff between the storage size and the 
tolerance threshold of failure servers.

A decentralized erasure code is an erasure code that *	
independently computes each codeword symbol for a 
message. A decentralized erasure code is suitable for 
use in a distributed storage system.

A storage server failure is modeled as an erasure er-*	
ror of the stored codeword symbol.
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