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ABSTRACT:
The car-license-plate (CLP) recognition system is an image processing technology issued to identify vehicles by capturing their CLPs. The CLP recognition technology is known as automatic number-plate recognition, automatic vehicle identification CLP for cars. In the previous work on “Robust license-plate recognition method for passing vehicles under outside environment”, numerous vehicle tracking and pursue systems use outstanding cameras.

The scheme has three contributions: The Vertical edge detection algorithm (VEDA) is proposed and used for detecting vertical edges. The color input image is converted to a grayscale image and then, adaptive threshold (AT) is applied on the image to constitute the binaries image. After that, the Unwanted-line elimination algorithm is applied to remove noise and to enhance the binaries image. Then the vertical edges are extracted by using the VEDA. The next process is to detect the LP; the plate details are highlighted based on the pixel value with the help of the VEDA output. Then, some statistical and logical operations are used to detect candidate regions and to search for the true candidate region. Finally, the true plate region is detected in the original image.

1.Introduction:
Recent improvements in technology like infrared imaging and high resolution cameras, and utilization of high reflective backgrounds in license plate manufacturing have improved the accuracy of LPR systems. Sensors and other hardware peripherals are used to improve the image acquisition and remove irrelevant details. New video frame grabbers enable fast digitization of acquired images and new computers with proper LPR software render the system operable in real-time with high precision and accuracy.

After the recognition process, the extracted information can be further verified through local or remote databases and stored for future referencing. A typical LPR system is composed of several hardware and software components. A typical LPR system operates as follows. When the vehicle approaches the secured area or gate, it starts the cycle by stepping over a magnetic loop detector (which is the most popular vehicle sensor). The loop detector senses the car and sends signals to the LPR unit.

The LPR unit activates the illumination (invisible Infrared in most cases) and takes pictures of the front or rear plates from the LPR camera. The images of the vehicle include the plate and the pixel information is read by the LPR unit’s image processing hardware (the frame grabber). The LPR unit analyzes the image with different image processing software algorithms, enhances the image, detects the plate position, extracts the plate string, and identifies the fonts using special artificial intelligence methods (such as NeuralNetworks).

The extracted license plate information can be logged, stored along with the captured image or used for authentication depending on the LPR application. The LPR unit activates the illumination (invisible Infrared in most cases) and takes pictures of the front or rear plates from the LPR camera (shown at the left side of the gate).

The images of the vehicle include the plate and the pixel information is read by the LPR unit’s image processing hardware (the frame grabber). The vehicle approached the secured area, and starts the cycle by stepping over a magnetic loop detector (which is the most popular vehicle sensor). The loop detector senses the car and its presence is signaled to the LPR unit.
The external effects (sun and headlights, bad plates, wide number of plates types) and the limited level of the recognition software and vision hardware yielded low quality systems. Early LPR systems suffered from a low recognition rate, lower than required by practical systems. The external effects (sun and headlights, bad plates, wide number of plates types) and the limited level of the recognition software and vision hardware yielded low quality systems.

However, recent improvements in the software and hardware have made the LPR systems much more reliable and wide spread. You can now find these systems in numerous installations and the number of systems are growing exponentially, efficiently automating more and more tasks in different market segments. In many cases the LPR unit is added as retrofit in addition to existing solutions, such as a magnetic card reader or ticket dispenser/reader, in order to add more functionality to the existing facility.

Even if the recognition is not absolute, the application that depends on the recognition results can compensate the errors and produce a virtually flawless system. For example, when comparing the recognition of the entry time of a car to the exit time in order to establish the parking time, the match (of entry verses exit) can allow some small degree of error without making a mistake. This intelligent integration can overcome some of the LPR flaws and yield dependable and fully automatic systems.

2. Methodology:

2.1 Vertical Edge Detection Algorithm:

This paper has three contributions: VEDA is proposed and used for detecting vertical edges, the proposed CLPD method processes low quality images produced which has a resolution of 352×288 with 30 fps, and the computation time of the CLPD method is less than several methods. In this project, the color input image is converted to gray-scale image and then, adaptive thresholding is applied on the image in order to constitute the binarized image. After that, ULEA is applied in order to remove noise and enhance the binarized image. Next, the vertical edges are extracted by using VEDA. The next process is to detect the license plate; the plate details are highlighted based on the pixel value with help of VEDA output.
Then, some statistical and logical operations are used in order to detect candidate regions and search for the true candidate region. Finally, the true plate region is detected in the original image. We can see that vertical edge detector is better than horizontal edge detector in suppressing horizontal noise. Before vertical edge detection, a linear filter is used to smooth the image apply the illuminance normalization to reduce the influence of light. In this type of a mask, it is divided into three submasks:

The first submask is the left mask “2 × 2,” the second submask is the center “2 × 1,” and the third submask is the right mask “2 × 1,” as marked in . Simply, after each two pixels are checked at once, the first submask is applied so that a 2 pixel width “because two column are processed” can be considered for detecting. This process is specified to detect the vertical edges at the intersections of white–black regions. Similarly, the third submask is applied on the intersections of white–black regions. Thus, the detected vertical edge has the property of a 1 pixel width.

The number “2” points out the number of rows that are checked at once. The consumed time in this case can be less twice in case each row is individually checked. To select the column at locations (0, 1) and (1, 1) to be the center of the proposed mask, two pixels and one pixel in the case of black–white and white–black regions are retained, respectively. This process is performed for both of the edges at the left and right sides of the object-of-interest. The first edge can have a black-pixel width of 2, and the second edge can have a black-pixel width of 1.

The 21 × 4 mask starts moving from top to bottom and from left to right. If the four pixels at locations (0, 1), (0, 2), (1, 1), and (1, 2) are black, then the other mask values are tested if whether they are black or not. If the whole values are black, then the two locations at (0, 1) and (1, 1) will be converted to white. The whole tested images are 664, and they are classified into three groups based on the images quality, background complexity, and lighting effects. The first group (G1) includes the ideal, blurry, and defected plates. The second group (G2) contains double-row LPs, trees, similarity of LP and car body, and more than one LP or a car in a single image. The third group (G3) contains excessive light, rainy, shady, and low-contrast images.

Table III shows the number of images per each classified group. To show the increment percentage of the detection rate, shows the detection rate of each group before and after applying.

The increment percentage of the detection rate after applying has been raised from 86.3% to 91.65% for all test images. The total number of success and failure detection for each group after applying . The detection rate for G2 and G3 is lower than G1 due to the complexity existing in the image. This shows the percentage of success and failure for each group. This shows the average processing times for all test images. Most of the processed images take 47 ms. The computation time for each of the seven stages in the proposed method.

A lot of the time is consumed on the second stage, which is AT. The total time of processing one 352 × 288 image is 47.7 ms, which meets the real-time processing requirement. The stage that requires the longest time to compute is AT. The Combination of the ULEA and the VEDA still consumed less time than AT. Here, the samples collection will be explained. Then, the CLPD method will be evaluated using the VEDA and Sobel for extracting vertical edges. The proposed CLPD method will be compared with the Malaysian CAR Plate Extraction Technology (CARPET) and several methods in terms of the computation time and the detection rate.

3. SIMULATION RESULTS:

![Fig 7.1 Basic Design.](image)

Here this figure shows a basic design of the project.
Fig 7.2 shows to select an image for license plate recognition.

Fig 7.3 shows Suppose we are clicking the browse without selecting an image then it shows user pressed control

Fig 7.4 shows that While clicking the pushbutton browse then select an image it is displayed on the axes button

Fig 7.5 gives that Here in this block a segmentation represents the plate number or characters is divided into segments

Fig 7.6 shows that Recognition is for identifying the number plate

Fig 7.7 produces segments for blur image

Fig 7.8 blur image

Fig 7.9 shows the clear license plate image

Conclusion:
A new and fast algorithm for vertical edge detection was proposed in this project. The performance of this project is faster than the performance of sobel by five to nine times. Here only one license plate is considered for the whole experiments. The rate of correctly detected license plates is 75%. The computation time of CLPD method is 47.7ms is faster than sobel operator which meets the real time requirements.
Fig 7.2 shows to select an image for license plate recognition.

Fig 7.3 shows if we are clicking the browse without selecting an image then it shows user pressed.

Fig 7.4 shows that while clicking the pushbutton browse then select an image it is displayed on the axes button.

Fig 7.5 gives that here in this block a segmentation represents the plate number or characters is divided into segments.

Fig 7.6 shows that recognition is for identifying the number plate.

Fig 7.7 shows that a blur image.

Fig 7.8 produces segments for blur image.

Fig 7.9 shows the clear license plate image.

Fig 7.9 license plate image.

Conclusion:

A new and fast algorithm for vertical edge detection was proposed in this project. The performance of this project is faster than the performance of sobel by five to nine times. Here only one license plate is considered for the whole experiments. The rate of correctly detected license plates is 75%. The computation time of CLPD method is 47.7ms is faster than sobel operator which meets the real time requirements.
Here, the AT process will be evaluated first. Then, the accuracy and the computation time of the VEDA are compared with that of the Sobel operator. Finally, the performance of the proposed CLPD method is evaluated. To carry out this evaluation and analysis, the VEDA and the Sobel algorithm are separately used to extract vertical edges. In the first evaluation, the CLPD method has been built as follows: ULEAVEDAHDDCREPRSPD. In the second evaluation, the CLPD method has been built as follows: LEASobelHDDCREPRSPD. Suppose we met with an accident in that case we are not able to find the person who done an accident. In such cases we recognize a person by using fast method for car-license plate detection. Here this is used for crime prevention. It is also having so many applications.
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