
The major application of object detection and classifi-
cations are broader monitoring and protection, sports 
training, traffic control etc. Thus object detection play 
major role in various fields. In most of the work, Optical 
flow method is used for detecting moving objects in 
video and image sequences. 

For example, adaptive optical flow method for tracking 
a person is dependent on being able to detect a person 
in particular across a series of frames in videos. Opti-
cal flow can be used to segment and extract a moving 
object from a scene, provided that estimated velocity 
of the moving object is known. But successful object 
detection in video also relies on being able to segment 
the background from foreground. 

However, the high computational time is needed to 
extract the object in optical flow and the lack of clas-
sification the foreground from the background. So 
this method is unsuitable for real time processing and 
misclassifies unmoved objects or large texture less re-
gions as background. Then Background subtraction is 
commonly used technique for segmentation of motion 
object in static scenes. 

It will attempts to detect moving object regions by 
subtracting the current image in each pixel-by-pixel 
from a reference background image that is created by 
averaging images over time period. Unfortunately, the 
derivation of background subtraction model is There-
fore, most of existing approaches for moving object 
detection and classification are computationally diffi-
cult and subject to more delays, adversely affect the 
performance of real-time surveillance.
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Abstract:

Object detection and classification are two key tasks for 
image understanding, and have attracted much atten-
tion. We propose efficient algorithm for moving object 
detection, classification and evaluate its parameter by 
alternating the algorithm in effective way. In proposed 
system image subtraction, threshold and foreground 
detection algorithms will be used for object detection 
and scale invariant feature transform (SIFT) are used 
for classification. Then frame by frame the objects are 
tracked and parameters like velocity of motioned ob-
ject will be calculated. It is mainly developed for pro-
tection and monitoring, sports training. With the help 
of MATLAB here we are reporting the object details by 
SMS using GSM.

I.Introduction:

Moving object detection in real time application is a im-
portant challenging task in video surveillance systems. 
There are three steps for automated video analysis. 
They are object detection, object tracking and classi-
fication. As the first step, object detection aims to lo-
cate and segment interesting objects in a video. Then, 
such objects can be tracked from frame to frame, and 
the tracked object can be analyzed to recognize object 
categorizes. 

Thus object detection in video acts as an first step for 
next processing such as tracking, classification of the 
detected moving object. Thus, object detection plays 
a critical role in practical applications and challenging 
task in real time. The use of object detection, tracking 
and classification algorithms are not restricted in video 
surveillance. 
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II. Overview of the System:

In proposed system the aim is to build robust and novel 
moving object detection, classification algorithm that 
can detect object in a variety of challenging real world 
scenarios. The Overall system overview will be repre-
sented in figure 1.

Fig.1 Overview of the system.

The steps involved in overall system is 

1. The first step is the acquired video is uploaded in ap-
plication. The input video will be taken for both static 
and dynamic background. It will acquire from static 
camera. For processing the video files, convert video 
into frames and from frames to images. 

2. Next step is by using image subtraction techniques, 
the difference between two images are estimated for 
evaluating the movement changes of an object. 

3. Then segmentation is performed and foreground 
object is detected. While foreground detection the un-
wanted backgrounds are filtered using morphological 
filtering. 

4. After the object detection, the next step is to iden-
tify object by comparing with datasets. SIFT is used to 
extract the features of object and matching will helps 
to classify the objects in video frame.

5. Then next one is parameters like speed, velocities 
are evaluated by tracking the object are evaluated by 
using BW labels.

6. Next the information of object speed and object 
name will send to authorized user for reporting using 
serial communication through MATLAB and GSM.

GSM MODULE:

FIG:  GSM MODULE

The physical connection between the CPU and GSM 
module through RS232 cable.Sim card insert the sim 
slot and power supply given the through charger . 
The GSM module can be used for counted number of 
objects presented in videos and their speed, velocity 
related information passes to administrator through 
utilizes the SMS services.

FEATURES:

•SIM 300 GSM module used.

•It provides the RS232 serial interface.

•Provides serial TTL interface for easily and directly 
interface to MATLAB  software through external inter-
face.

•GSM can be used for voice communications like SMS, 
GPRS/GPS, data/fax.

•Can be controlled by standard AT commands.

•7-15 AC  or DC voltage is required.

•Tri-Band GSM/ 900/1800/1900MHz or Quad-Band 
GSM/ 850/900/1800/1900MHz

•GPRS multi-slot class 10/8

•GPRS mobile station class B

•Compliant to GSM phase 2/2+ Class 4 (2W @ 850/900 
MHz) | Class 1 (1W @ 1800/1900MHz)
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The two frames are compared and the differences in 
pixel values are determined. For each naming is as-
signed.

B. Difference Image:

The difference between two frames is done with the 
Difference image techniques. It is nothing but subtrac-
tion of images acquired at different instants. That is 
by subtracting current frame and previous frame for 
detecting object from background in motion states. A 
difference image d(i,j) is binary image where non-zero 
values represent image area with motion, that is, areas 
where there was a substantial difference between con-
secutive images f1 and f2: 

Where T  is small positive number and i,j represent the 
pixel value of images in row and column wise. 

C. Threshold :

The object detection will performed based on thresh-
olding concept. Threshold is one of the segmentation 
process. It can be determined to segment objects and 
background. It is the process of separating an image 
into different portions of images by selecting a certain 
grayness level as a threshold and comparing each pixel 
value with that threshold, and then assign the pixel to 
the different portions, depending on whether the pix-
el’s grayness level is below the threshold or above the 
threshold value. So threshold is applied and the pixel 
is identified as background or foreground. A complete 
segmentation of an image R is a finite set of region R1, 
R2,…………Rs.

Thresholding is the transformation of an input image f 
to an output (segmented ) binary image g as follows

•Control via AT commands (GSM 07.07, 07.05)

BASE BOARD SPECIFICATIONS:
•On-Board Voltage Regulator | Signal Indicators
DB9 Con for Host or MATLAB interface, control by AT 
commands

SPECIFICATIONS FOR DATA:

•PBCCH support

•GPRS class 10 :max. 85.6 Kbps (downlink)

•PPP-stack | Coding schemes CS 1, 2, 3, 4

•CSD up to 14.4 kbps | USSD

•Non transparent mode

SPECIFICATIONS FOR SMS VIA GSM:
•Point-to-point MO and MT

•SMS cell broadcast | Text and PDU mode

SPECIFICATIONS:
•Iinterface:RS232

•Voltage:50v

II.Moving Object Detection:

Moving object detection is initial step in video surveil-
lances. There are various algorithms used for detecting 
moving objects. The input video is taken using a static 
camera. It will be the extension of (E.g.: .Avi) format. 
It will acquire in both static and dynamic background. 
The challenges like view point variation, shape, occlu-
sion etc are probably facing.

A. Frame Conversion:

For processing an Input Video files, it has to convert it 
into frames by finding the information about .avi file. 
After that it has to convert into images. So videos are 
split into frames. The first frame, which is called ref-
erence frame, which represents the reference pixel 
values for comparing purpose and the second frame 
which is called the input frame, which contains the 
moving object.
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After the object detection in video the accuracy mea-
sures done for output performance. For that the 
ground truth images are maintained in separate folder 
for measuring the accuracy. The sample ground truth 
images are,

Fig 2. Example for ground truth images.

Then the measures like Root Mean Square Error(RMSE) 
and Peak Signal to Noise Ration(PSNR) are measured. 
The formula to measure RMSE as, 

The formula to measure PSNR as,

Where a represents a segmented image and b repre-
sents ground truth images and r and c are size of the 
segmented images. By comparing the segmented im-
ages with ground truth image the sensitivity measure 
is evaluated in percent. If the sensitivity measure is low 
then the performance of detected object is minimum 
or else the performance is good.

IV. Object Classifications:

In video analysis the second step is object classification. 
In proposed work the detected object is classified as 
whether it may be human being or not. It will base on 
pattern matching techniques. Patterns are nothing but 
arrangement of descriptors with certain properties.

Scale Invariant Feature Transform (SIFT) was proposed 
byDavid Lowe [10] that is able to detect and describe 
local image features efficiently. The main SIFT algo-
rithm consists of four major stages:

•Key point localization.
•Orientation assignment.
•Key point descriptor.

Where T is the threshold, g(i,j) =1 for image elements of 
object and g(i,j) =0 for image element of background. 
If the difference average pixel value is smaller than a 
certain threshold value, then the output image back-
ground will be white (that is pixel value is 255). Oth-
erwise the background will be black (pixel value is 0). 
Now the pixels are classified and the motion is tracked 
in the video.

Algorithm:

1) Search all the pixels f(i,j) of the image f. 

2) Set the threshold value based on image subtraction 
pixel value. 

3) An image element g(i,j) of the segmented image is 
an object pixel if f(i,j)>= T and is a background pixel 
otherwise. 

4) Extract the foreground object without background. 

Finally the segmented objects are extracted without 
background. Suppose in foreground detection, if back-
ground is consider as foreground means then morpho-
logical filtering is used where erosion and dilation are 
performed to minimize the effects of noise and im-
prove the detected regions.

Erosion:

Erosion  combines two sets using vector subtraction 
operation of set elements and is the dual operator of 
dilation. Neither erosion nor dilation is an invertible 
transformation.

This formula says that every point p from the image is 
tested.The result of the erosion is given by those points 
p for which all possible p+b are in X.

Dilation :

Dilation combines two sets using vector addition (or 
Minkowski set addition, e.g., (a,b)+(c,d) = (a+c, b+d)). 
The dilation XB is the point set of all possible vector ad-
dition of pairs of elements, one from each of the sets 
X and B.
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transformed into a representation that allows for lo-
cal shape distortion and change in illumination. Figure 
2 illustrates the computation of the keypoint descrip-
tor as described in [10]. A Gaussian weighting function 
with σ equal to one half the width of the feature-vector 
window is used to assign a weight to the magnitude of 
each sample point.

VI. Results and Analysis:

This method was tested on several video sequences. 
All images were of size 324×244 with dynamic back-
ground. The proposed system was able to detect and 
human identification in almost all of the moving objects 
in the sequences. And it is implemented with the help 
of MATLAB tool and run on desktop PC with a 3.09GHz 
Intel and 1.90 GB RAM. Figure shows a sample input 
video is uploaded with dynamic background and the 
frame conversion is applied and finally the output is 
obtained and parameters are evaluated. 

In matlab we have implemented this image subtrac-
tion, threshold and pattern matching algorithm. In the 
figure , the man is moving behind the tree it will detect 
and track movement finally classified as human or not. 
Then we calculated speed and velocity of object us-
ing matlab command and then found out the distance 
according to reference point. The detection output is 
more accurate and thus can significantly improve the 
performance of video surveillance based applications.

The following sub-section will describe each stage.

1.Key point localization:

The first stage of SIFT is the detection of local inter-
est points called keypoint. In this stage, the algorithm 
must search the potential keypoints over all scales and 
image locations. It can be efficiently implemented by 
using a difference-of-Gaussian function that are invari-
ant to scale and orientation. The scale space of an im-
age is defined as a function  that is produced from the 
convolution of a variable-scale Gaussian G(x, y,σ), with 
an input image I(x, y)as shown in Eq.8 and Eq.9:

To effectively detect stable keypoint location in scale 
space, Lowe [17] used scale space peaks in Difference 
of Gaussian (DoG) function convolved with the image 
D(x, y,σ) which can be computed from the difference 
of two nearby scaled images separated by a multiplica-
tive factor k as in Eq. 10:

The next stage is to perform a detailed fit to the nearby 
data for location, edge response and peak magnitude. 
A location in image scale space is identified that are in-
variant with respect to image rotation, translation and 
scaling. At each candidate location, a detailed model is 
fit to determine location, scale and contrast. Keypoints 
are selected based on measures of their stability.

2.Orientation assignment:

One or more orientations are assigned to each key-
pointlocation based on local image properties. All fu-
ture operations are performed relative to the assigned 
orientation, scale and location for each feature, provid-
ing invariance to these transformations.

3.Keypoint descriptor:

The local image gradients are measured at the selected 
scale in the region around each keypoint and
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Fig. 3 Sample Output Result. (a) GUI view for Object 
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command window 

VII. Conclusion and Further Work:

This paper implemented a novel efficient algorithm for 
object detection and classification in video for surveil-
lance applications. The strength of our approach lies in 
the ability to separate background and foreground in 
accurate and implemented in simple way with low time 
consumption and less noise, and proved effectively in 
both static and dynamic background texture scenes. 
The velocity and speed of the moving object can also 
be calculated. In future work, we will incorporate the 
complex video like disaster videos for object detection 
and classification present in the scene for more so-
phisticated vision based applications like fire accident, 
earthquake disaster etc.
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