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ABSTRACT:

Existing social networking services recommend friends 
to users based on their social graphs, which may not 
be the most appropriate to reflect a user’s preferences 
on friend selection in real life. In this paper, we present 
Together4ever, a novel social network with a social-life 
based friend recommendation system, which recom-
mends friends to users based on their life styles instead 
of social graphs. 

By taking advantage of sensor-rich smart phones, To-
gether4ever discovers life styles of users from user-
centric sensor data, measures the similarity of life 
styles between users, and recommends friends to us-
ers if their life styles have high similarity.

Inspired by text mining, we model a user’s daily life as 
life documents, from which his/her life styles are ex-
tracted by using the Latent Dirichlet Allocation algo-
rithm. We further propose a similarity metric to mea-
sure the similarity of life styles between users, and 
calculate users’ impact in terms of life styles with a 
friend-matching graph. 

Upon receiving a request, Together4ever returns a list 
of people with highest recommendation scores to the 
query user. Finally, Together4ever integrates a feed-
back mechanism to further improve the recommenda-
tion accuracy. 

Index Terms:

Friend recommendation, mobile sensing, social net-
works, life style.
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INTRODUCTION:

Twenty years ago, people typically made friends with 
others who live or work close to themselves, such as 
neighbours or colleagues. We call friends made through 
this traditional fashion as G-friends, which stands for 
geographical location-based friends because they are 
influenced by the geographical distances between 
each other. With the rapid advances in social networks, 
services such as Face book, Twitter and Google+ have 
provided us revolutionary ways of making friends. Ac-
cording to Face book statistics, a user has an average 
of 110 friends, perhaps larger than any other time in 
history. One challenge with existing social networking 
services is how to recommend a good friend to a user. 

Most of them rely on pre-existing user relationships to 
pick friend candidates. For example, Face book relies 
on a social link analysis among those who already share 
common friends and recommends symmetrical users 
as potential friends. Unfortunately, this approach may 
not be the most appropriate based on recent sociology 
findings. According to these studies, the rules to group 
people together include: 1) habits or life style; 2) atti-
tudes; 1) tastes; 4) moral standards; 5) economic level; 
and 6) people they already know. 

Apparently, rule #1 and rule #6 are the mainstream fac-
tors considered by existing recommendation systems. 
Rule #1, although probably the most intuitive, is not 
widely used because users’ life styles are difficult, if not 
impossible, to capture through web actions. Rather, 
life styles are usually closely correlated with daily rou-
tines and activities.Therefore, if we could gather infor-
mation on users’ daily routines and activities, we can 
exploit rule #1
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and recommend friends to people based on their simi-
lar life styles. This recommendation mechanism can 
be deployed as a standalone app on smart phones or 
as an add-on to existing social network frameworks. 
In both cases, Toghter4Ever can help mobile phone 
users find friends either among strangers or within a 
certain group as long as they share similar life styles.In 
our everyday lives, we may have hundreds of activities, 
which form meaningful sequences that shape our lives. 
In this paper, we use the word activity to specifically 
refer to the actions taken in the order of seconds, such 
as “sitting”, “walking”, or “typing”, while we use the 
phrase life style to refer to higher-level abstractions of 
daily lives, such as “office work” or “shopping”. For in-
stance, the “shopping” life style mostly consists of the 
“walking” activity, but may also contain the “standing” 
or the “sitting” activities. 

To model daily lives properly, we draw an analogy be-
tween people’s daily lives and documents, as shown in 
Figure 1. Previous research on probabilistic topic mod-
els in text mining has treated documents as mixtures 
of topics, and topics as mixtures of words. Inspired 
by this, similarly, we can treat our daily lives (or life 
documents) as a mixture of life styles (or topics), and 
each life style as a mixture of activities (or words). Ob-
serve here, essentially, we represent daily lives with 
“life documents”, whose semantic meanings are re-
flected through their topics, which are life styles in our 
study.Just like words serve as the basis of documents, 
people’s activities naturally serve as the primitive vo-
cabulary of these life documents. Our proposed solu-
tion is also motivated by the recent advances in smart 
phones, which have become more and more popular 
in people’s lives. These smart phones (e.g., iPhone or 
Android-based smart phones) are equipped with a rich 
set of embedded sensors, such as GPS, accelerometer, 
microphone, gyroscope, and camera.

Thus, a smart phone is no longer simply a communica-
tion device, but also a powerful and environmental re-
ality sensing platform from which we can extract rich 
context and content-aware information. From this per-
spective, smart phones serve as the ideal platform for 
sensing daily routines from which people’s life styles 
could be discovered. In spite of the powerful sensing 
capabilities of smart phones, there are still multiple 
challenges for extracting users’ life styles and recom-
mending potential friends based on their similarities.

First, how to automatically and accurately discover life 
styles from noisy and heterogeneous sensor data? Sec-
ond, how to ensure the similarity of users in terms of 
life styles? Third, who should be recommended to the 
user among all the friend candidates? To address these 
challenges, in this paper, we present Toghter4Ever, a  
social-life based friend recommendation system  based 
on sensor-rich smart phones.

The contributions of this work are summa-
rized as follows:

•To the best of our knowledge, Toghter4Ever is the 
first friend recommendation system exploiting a user’s 
life style information discovered from smart phone 
sensors.

•Inspired by achievements in the field of text mining, 
we model the daily lives of users as life documents and 
use the probabilistic topic model to extract life style in-
formation of users.

•We propose a unique similarity metric to character-
ize the similarity of users in terms of life styles and 
then construct a friend-matching graph to recommend 
friends to users based on their life styles.

•We integrate a linear feedback mechanism that ex-
ploits the user’s feedback to improve recommendation 
accuracy.

•We conduct both small-scale experiments and large 
scale simulations to evaluate the performance of our 
system. Experimental results demonstrate the effec-
tiveness of our system.

Advantages of social networks:

1.Social networking helps people stay in touch that 
might not do it otherwise. 

2. Social networking can be used to help advertise 
goods and services. 

3. Social networking can provide an extremely acces-
sible medium for self expression to those with access 
to computer 
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4. Social networking can help families torn apart by 
war, divorce, etc. stay in touch easier and quicker than 
by some other means. 

5. Social networking can be a powerful engine for job 
searches.  

6. Social networking can be used to find dating part-
ners in a fractured society where healthy meeting plac-
es are limited. 

7. Social networking can be used to memorialize and 
honour dead persons to keep memories and history 
that would otherwise fade alive. 

8. Social networking can be used to get difficult per-
sonal issues out of the closet in front of others so they 
can be examined and evaluated, and people in trouble 
can garner support from their friends.

 isadvantages of social network:

1. Social networking takes time away from other activi-
ties and can take over from real time interaction. 

2. Social networking formats set up expectations of 
importance for certain types of communication at the 
expense of other types. Pictures and phrases on a wall 
can take the place of phone calls and face to face time 
with family and friends. 

3. Social networking magnifies the gap between people 
who have access to computer technology and those 
that don’t, exacerbating other social inequities. 

4. Social networking can compromise privacy in a big 
way. 

5. Social networking can force changes in public policy 
which can either be a good thing or a bad thing depend-
ing on whose ox is gored. Employers can now make ac-
cess to private social networking history a condition of 
hiring. Lawmakers may want to change that to prevent 
discrimination.  

6. Social networking can be used to promote organized 
crime. 

7. Social networking can become a venue for bullying. 

8. Social networking can be a vector for simplifying 
language, thereby limiting concept development and 
expression. 

9. Social networking can leave an indelible personal 
history that keeps a person who has grown past a bad 
time from moving on freely. 

Problem Statement:

Most of the friend suggestions mechanism relies on 
pre-existing user relationships to pick friend candidates. 
For example, Face book relies on a social link analysis 
among those who already share common friends and 
recommends symmetrical users as potential friends. 

Disadvantages:

Existing social networking services recommend »»
friends to users based on their social graphs, which 
may not be the most appropriate to reflect a user’s 
preferences on friend selection in real life
Problem Solution

The system is to define a unique similarity metric to »»
characterize the similarity of users in terms of life styles 
and then construct a friend-matching graph to recom-
mend friends to users based on their life styles.

A novel Social-Life based Friend Recommendation »»
system for social networks, which recommends friends 
to users based on their life styles instead of social 
graphs. 

By taking advantage of sensor-rich smart phones, »»
Toghter4Ever discovers life styles of users from user-
centric sensor data, measures the similarity of life 
styles between users, and recommends friends to us-
ers if their life styles have high similarity.

We model a user’s daily life as life documents, from »»
which his/her life styles are extracted by using the La-
tent Dirichlet Allocation algorithm.

Similarity metric to measure the similarity of life »»
styles between users, and calculate users’

Impact in terms of life styles with a friend-matching »»
graph.
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and recommend friends to people based on their simi-
lar life styles. This recommendation mechanism can 
be deployed as a standalone app on smart phones or 
as an add-on to existing social network frameworks. 
In both cases, Toghter4Ever can help mobile phone 
users find friends either among strangers or within a 
certain group as long as they share similar life styles.In 
our everyday lives, we may have hundreds of activities, 
which form meaningful sequences that shape our lives. 
In this paper, we use the word activity to specifically 
refer to the actions taken in the order of seconds, such 
as “sitting”, “walking”, or “typing”, while we use the 
phrase life style to refer to higher-level abstractions of 
daily lives, such as “office work” or “shopping”. For in-
stance, the “shopping” life style mostly consists of the 
“walking” activity, but may also contain the “standing” 
or the “sitting” activities. 

To model daily lives properly, we draw an analogy be-
tween people’s daily lives and documents, as shown in 
Figure 1. Previous research on probabilistic topic mod-
els in text mining has treated documents as mixtures 
of topics, and topics as mixtures of words. Inspired 
by this, similarly, we can treat our daily lives (or life 
documents) as a mixture of life styles (or topics), and 
each life style as a mixture of activities (or words). Ob-
serve here, essentially, we represent daily lives with 
“life documents”, whose semantic meanings are re-
flected through their topics, which are life styles in our 
study.Just like words serve as the basis of documents, 
people’s activities naturally serve as the primitive vo-
cabulary of these life documents. Our proposed solu-
tion is also motivated by the recent advances in smart 
phones, which have become more and more popular 
in people’s lives. These smart phones (e.g., iPhone or 
Android-based smart phones) are equipped with a rich 
set of embedded sensors, such as GPS, accelerometer, 
microphone, gyroscope, and camera.

Thus, a smart phone is no longer simply a communica-
tion device, but also a powerful and environmental re-
ality sensing platform from which we can extract rich 
context and content-aware information. From this per-
spective, smart phones serve as the ideal platform for 
sensing daily routines from which people’s life styles 
could be discovered. In spite of the powerful sensing 
capabilities of smart phones, there are still multiple 
challenges for extracting users’ life styles and recom-
mending potential friends based on their similarities.

First, how to automatically and accurately discover life 
styles from noisy and heterogeneous sensor data? Sec-
ond, how to ensure the similarity of users in terms of 
life styles? Third, who should be recommended to the 
user among all the friend candidates? To address these 
challenges, in this paper, we present Toghter4Ever, a  
social-life based friend recommendation system  based 
on sensor-rich smart phones.

The contributions of this work are summa-
rized as follows:

•To the best of our knowledge, Toghter4Ever is the 
first friend recommendation system exploiting a user’s 
life style information discovered from smart phone 
sensors.

•Inspired by achievements in the field of text mining, 
we model the daily lives of users as life documents and 
use the probabilistic topic model to extract life style in-
formation of users.

•We propose a unique similarity metric to character-
ize the similarity of users in terms of life styles and 
then construct a friend-matching graph to recommend 
friends to users based on their life styles.

•We integrate a linear feedback mechanism that ex-
ploits the user’s feedback to improve recommendation 
accuracy.

•We conduct both small-scale experiments and large 
scale simulations to evaluate the performance of our 
system. Experimental results demonstrate the effec-
tiveness of our system.

Advantages of social networks:

1.Social networking helps people stay in touch that 
might not do it otherwise. 

2. Social networking can be used to help advertise 
goods and services. 

3. Social networking can provide an extremely acces-
sible medium for self expression to those with access 
to computer 
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4. Social networking can help families torn apart by 
war, divorce, etc. stay in touch easier and quicker than 
by some other means. 

5. Social networking can be a powerful engine for job 
searches.  

6. Social networking can be used to find dating part-
ners in a fractured society where healthy meeting plac-
es are limited. 

7. Social networking can be used to memorialize and 
honour dead persons to keep memories and history 
that would otherwise fade alive. 

8. Social networking can be used to get difficult per-
sonal issues out of the closet in front of others so they 
can be examined and evaluated, and people in trouble 
can garner support from their friends.

 isadvantages of social network:

1. Social networking takes time away from other activi-
ties and can take over from real time interaction. 

2. Social networking formats set up expectations of 
importance for certain types of communication at the 
expense of other types. Pictures and phrases on a wall 
can take the place of phone calls and face to face time 
with family and friends. 

3. Social networking magnifies the gap between people 
who have access to computer technology and those 
that don’t, exacerbating other social inequities. 

4. Social networking can compromise privacy in a big 
way. 

5. Social networking can force changes in public policy 
which can either be a good thing or a bad thing depend-
ing on whose ox is gored. Employers can now make ac-
cess to private social networking history a condition of 
hiring. Lawmakers may want to change that to prevent 
discrimination.  

6. Social networking can be used to promote organized 
crime. 

7. Social networking can become a venue for bullying. 

8. Social networking can be a vector for simplifying 
language, thereby limiting concept development and 
expression. 

9. Social networking can leave an indelible personal 
history that keeps a person who has grown past a bad 
time from moving on freely. 

Problem Statement:

Most of the friend suggestions mechanism relies on 
pre-existing user relationships to pick friend candidates. 
For example, Face book relies on a social link analysis 
among those who already share common friends and 
recommends symmetrical users as potential friends. 

Disadvantages:

Existing social networking services recommend »»
friends to users based on their social graphs, which 
may not be the most appropriate to reflect a user’s 
preferences on friend selection in real life
Problem Solution

The system is to define a unique similarity metric to »»
characterize the similarity of users in terms of life styles 
and then construct a friend-matching graph to recom-
mend friends to users based on their life styles.

A novel Social-Life based Friend Recommendation »»
system for social networks, which recommends friends 
to users based on their life styles instead of social 
graphs. 

By taking advantage of sensor-rich smart phones, »»
Toghter4Ever discovers life styles of users from user-
centric sensor data, measures the similarity of life 
styles between users, and recommends friends to us-
ers if their life styles have high similarity.

We model a user’s daily life as life documents, from »»
which his/her life styles are extracted by using the La-
tent Dirichlet Allocation algorithm.

Similarity metric to measure the similarity of life »»
styles between users, and calculate users’

Impact in terms of life styles with a friend-matching »»
graph.
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We integrate a linear feedback mechanism that ex-»»
ploits the user’s feedback to improve recommendation 
accuracy.

 Advantages:
Recommended potential friends to users if they »»

share similar life styles. 

The feedback mechanism allows us to measure the »»
satisfaction of users, by providing a user interface that 
allows the user to rate the friend list

Objectives:

The main objective of this paper is to form the rules 
to group people together include habits or life style, 
attitudes, tastes, moral standards, economic level, and  
people they already know.

IMPLEMENTATION
Life style modelling:

Life styles and activities are reflections of daily lives at 
two different levels where daily lives can be treated as 
a mixture of life styles and life styles as a mixture of 
activities. This is analogous to the treatment of docu-
ments as ensemble of topics and topics as ensemble of 
words. By taking advantage of recent developments in 
the field of text mining, we model the daily lives of us-
ers as life documents, the life styles as topics, and the 
activities as words.

Friend-matching graph:

To characterize relations among users, in this section, 
we propose the friend-matching graph to represent 
the similarity between their life styles and how they 
influence other people in the graph. In particular, we 
use the link weight between two users to represent 
the similarity of their life styles. Based on the friend-
matching graph, we can obtain a user’s affinity reflect-
ing how likely this user will be chosen as another user’s 
friend in the network.

User Impact Ranking:
The friend-matching graph has been constructed to re-
flect life style relations among users. However, we still 
lack a measurement to identify the impact ranking of a 
user quantitatively.

Intuitively, the impact ranking means a user’s capa-
bility to establish friendships in the network. In other 
words, the higher the ranking, the easier the user can 
be made friends with, because he/she shares broader 
life styles with others. Inspired by Page Rank which is 
used in web page ranking, we form the idea that a us-
er’s ranking is reflected by his neighbours in the friend-
matching graph and how much his neighbours endorse 
the user as a friend.

Query and friend recommendation :

Before a user initiates a request, he/she should have 
accumulated enough activities in his/her life docu-
ments for efficient life styles analysis. The period for 
collecting data usually takes at least one day. Longer 
time would be expected if the user wants to get more 
satisfied friend recommendation results. After receiv-
ing a user’s request (e.g., life documents), the server 
would extract the user’s life style vector, and based on 
which recommend friends to the user.

Feedback control :

To support performance optimization at runtime, we 
also integrate a feedback control mechanism into 
Togther4Ever. After the server generates a reply in 
response to a query, the feedback mechanism allows 
us to measure the satisfaction of users, by providing 
a user interface that allows the user to rate the friend 
list.

Algorithm in Use:

Introduction to latent Dirichlet allocation 
(LDA):

In natural language processing, latent Dirichlet alloca-
tion (LDA) is a generative model that allows sets of ob-
servations to be explained by unobserved groups that 
explain why some parts of the data are similar.

Suppose you have the following set of sen-
tences:

•I like to eat broccoli and bananas.

•I ate a banana and spinach smoother for breakfast.

                  Volume No: 2 (2015), Issue No: 5 (May)                                                                                                                     May 2015
                                                                                   www.ijmetmr.com                                                                                                                                                   Page 285

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

•Chinchillas and kittens are cute.

•My sister adopted a kitten yesterday.

•Look at this cute hamster munching on a piece of 
broccoli.

What is latent Dirichlet allocation? It’s a way of auto-
matically discovering topics that these sentences con-
tain. For example, given these sentences and asked for 
2 topics, LDA might produce something like

•Sentences 1 and 2 100% Topic A

•Sentences 3 and 4 100% Topic B

•Sentence 550% Topic A, 40% Topic B

•Topic A 30% broccoli, 15% bananas, 10% breakfast, 10% 
munching, … (at which point, you could interpret topic 
A to be about food)

•Topic B 20% chinchillas, 20% kittens, 20% cute, 15% ham-
ster, … (at which point, you could interpret topic B to 
be about cute animals)
The question, of course, is how does LDA perform this 
discovery?

LDA :

In more detail, LDA represents documents as mixtures 
of topics that spit out words with certain probabilities. 
It assumes that documents are produced in the follow-
ing fashion when writing each document, you

•Decide on the number of words N the document will 
have (say, according to a Poisson distribution).

•Choose a topic mixture for the document (according 
to a Dirichlet distribution over a fixed set of K topics). 
For example, assuming that we have the two food and 
cute animal topics above, you might choose the docu-
ment to consist of 1/3 food and 2/3 cute animals. 

•First picking a topic (according to the multinomial 
distribution that you sampled above; for example, you 
might pick the food topic with 1/3 probability and the 
cute animals topic with 2/3 probability).

•Using the topic to generate the word itself (according 
to the topic’s multinomial distribution). For example, 
if we selected the food topic, we might generate the 
word “broccoli” with 30% probability, “bananas” with 
15% probability, and so on. Assuming this generative 
model for a collection of documents, LDA then tries to 
backtrack from the documents to find a set of topics 
that are likely to have generated the collection.

Example:
Let’s make an example. According to the above pro-
cess, when generating some particular document D, 
you might

•Pick 5 to be the number of words in D.

•Decide that D will be 1/2 about food and 1/2 about 
cute animals.

•Pick the first word to come from the food topic, which 
then gives you the word “broccoli”.

•Pick the second word to come from the cute animals 
topic, which gives you “panda”.

•Pick the third word to come from the cute animals 
topic, giving you “adorable”.

•Pick the fourth word to come from the food topic, 
giving you “cherries”.

•Pick the fifth word to come from the food topic, giv-
ing you “eating”.

So the document generated under the LDA model will 
be “broccoli panda adorable cherries eating” (note 
that LDA is a bag-of-words model).

CONCLUSION:

In this paper, we presented the design and implemen-
tation of Togther4Ever, a Social-Life based  friend rec-
ommendation system for social networks. Different 
from the friend recommendation mechanisms relying 
on social graphs in existing social networking services, 
Togther4Ever extracted life styles from user-centric 
data collected from sensors on the smart phone and 
recommended potential friends to users if they share 
similar life styles.
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We integrate a linear feedback mechanism that ex-»»
ploits the user’s feedback to improve recommendation 
accuracy.

 Advantages:
Recommended potential friends to users if they »»

share similar life styles. 

The feedback mechanism allows us to measure the »»
satisfaction of users, by providing a user interface that 
allows the user to rate the friend list

Objectives:

The main objective of this paper is to form the rules 
to group people together include habits or life style, 
attitudes, tastes, moral standards, economic level, and  
people they already know.

IMPLEMENTATION
Life style modelling:

Life styles and activities are reflections of daily lives at 
two different levels where daily lives can be treated as 
a mixture of life styles and life styles as a mixture of 
activities. This is analogous to the treatment of docu-
ments as ensemble of topics and topics as ensemble of 
words. By taking advantage of recent developments in 
the field of text mining, we model the daily lives of us-
ers as life documents, the life styles as topics, and the 
activities as words.

Friend-matching graph:

To characterize relations among users, in this section, 
we propose the friend-matching graph to represent 
the similarity between their life styles and how they 
influence other people in the graph. In particular, we 
use the link weight between two users to represent 
the similarity of their life styles. Based on the friend-
matching graph, we can obtain a user’s affinity reflect-
ing how likely this user will be chosen as another user’s 
friend in the network.

User Impact Ranking:
The friend-matching graph has been constructed to re-
flect life style relations among users. However, we still 
lack a measurement to identify the impact ranking of a 
user quantitatively.

Intuitively, the impact ranking means a user’s capa-
bility to establish friendships in the network. In other 
words, the higher the ranking, the easier the user can 
be made friends with, because he/she shares broader 
life styles with others. Inspired by Page Rank which is 
used in web page ranking, we form the idea that a us-
er’s ranking is reflected by his neighbours in the friend-
matching graph and how much his neighbours endorse 
the user as a friend.

Query and friend recommendation :

Before a user initiates a request, he/she should have 
accumulated enough activities in his/her life docu-
ments for efficient life styles analysis. The period for 
collecting data usually takes at least one day. Longer 
time would be expected if the user wants to get more 
satisfied friend recommendation results. After receiv-
ing a user’s request (e.g., life documents), the server 
would extract the user’s life style vector, and based on 
which recommend friends to the user.

Feedback control :

To support performance optimization at runtime, we 
also integrate a feedback control mechanism into 
Togther4Ever. After the server generates a reply in 
response to a query, the feedback mechanism allows 
us to measure the satisfaction of users, by providing 
a user interface that allows the user to rate the friend 
list.

Algorithm in Use:

Introduction to latent Dirichlet allocation 
(LDA):

In natural language processing, latent Dirichlet alloca-
tion (LDA) is a generative model that allows sets of ob-
servations to be explained by unobserved groups that 
explain why some parts of the data are similar.

Suppose you have the following set of sen-
tences:

•I like to eat broccoli and bananas.

•I ate a banana and spinach smoother for breakfast.
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•Chinchillas and kittens are cute.

•My sister adopted a kitten yesterday.

•Look at this cute hamster munching on a piece of 
broccoli.

What is latent Dirichlet allocation? It’s a way of auto-
matically discovering topics that these sentences con-
tain. For example, given these sentences and asked for 
2 topics, LDA might produce something like

•Sentences 1 and 2 100% Topic A

•Sentences 3 and 4 100% Topic B

•Sentence 550% Topic A, 40% Topic B

•Topic A 30% broccoli, 15% bananas, 10% breakfast, 10% 
munching, … (at which point, you could interpret topic 
A to be about food)

•Topic B 20% chinchillas, 20% kittens, 20% cute, 15% ham-
ster, … (at which point, you could interpret topic B to 
be about cute animals)
The question, of course, is how does LDA perform this 
discovery?

LDA :

In more detail, LDA represents documents as mixtures 
of topics that spit out words with certain probabilities. 
It assumes that documents are produced in the follow-
ing fashion when writing each document, you

•Decide on the number of words N the document will 
have (say, according to a Poisson distribution).

•Choose a topic mixture for the document (according 
to a Dirichlet distribution over a fixed set of K topics). 
For example, assuming that we have the two food and 
cute animal topics above, you might choose the docu-
ment to consist of 1/3 food and 2/3 cute animals. 

•First picking a topic (according to the multinomial 
distribution that you sampled above; for example, you 
might pick the food topic with 1/3 probability and the 
cute animals topic with 2/3 probability).

•Using the topic to generate the word itself (according 
to the topic’s multinomial distribution). For example, 
if we selected the food topic, we might generate the 
word “broccoli” with 30% probability, “bananas” with 
15% probability, and so on. Assuming this generative 
model for a collection of documents, LDA then tries to 
backtrack from the documents to find a set of topics 
that are likely to have generated the collection.

Example:
Let’s make an example. According to the above pro-
cess, when generating some particular document D, 
you might

•Pick 5 to be the number of words in D.

•Decide that D will be 1/2 about food and 1/2 about 
cute animals.

•Pick the first word to come from the food topic, which 
then gives you the word “broccoli”.

•Pick the second word to come from the cute animals 
topic, which gives you “panda”.

•Pick the third word to come from the cute animals 
topic, giving you “adorable”.

•Pick the fourth word to come from the food topic, 
giving you “cherries”.

•Pick the fifth word to come from the food topic, giv-
ing you “eating”.

So the document generated under the LDA model will 
be “broccoli panda adorable cherries eating” (note 
that LDA is a bag-of-words model).

CONCLUSION:

In this paper, we presented the design and implemen-
tation of Togther4Ever, a Social-Life based  friend rec-
ommendation system for social networks. Different 
from the friend recommendation mechanisms relying 
on social graphs in existing social networking services, 
Togther4Ever extracted life styles from user-centric 
data collected from sensors on the smart phone and 
recommended potential friends to users if they share 
similar life styles.
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We implemented Togther4Ever on the Android-based 
smart phones, and evaluated its performance on both 
small-scale experiments and large-scale simulations. 
The results showed that the recommendations ac-
curately reflect the preferences of users in choosing 
friends.

Future Work:

Beyond the current prototype, the future work can be 
four-fold. First, we would like to evaluate our system 
on large-scale field experiments. Second, we intend to 
implement the life style extraction using LDA and the 
iterative matrix-vector multiplication method in user 
impact ranking incrementally, so that Togther4Ever 
would be scalable to large-scale systems. Third, the 
similarity threshold used for the friend-matching graph 
is fixed in our current prototype of Togther4Ever. It 
would be interesting to explore the adaption of the 
threshold for each edge and see whether it can bet-
ter represent the similarity relationship on the friend-
matching graph. 

At last, we plan to incorporate more sensors on the mo-
bile phones into the system and also utilize the infor-
mation from wearable equipments (e.g., Fit bit, watch, 
Google glass, Nike+, and Galaxy Gear) to discover more 
interesting and meaningful life styles. For example, we 
can incorporate the sensor data source from Fit bit, 
which extracts the user’s daily fitness info graph, and 
the user’s place of interests from GPS traces to gener-
ate an info graph of the user as a “document”. From 
the info graph, one can easily visualize a user’s life style 
which will make more sense on the recommendation. 
Actually, we expect to incorporate Togther4Ever into 
existing social services (e.g., Face book, Twitter, Linke-
dIn) so that Togther4Ever can utilize more information 
for life discovery, which should improve the recom-
mendation experience in the future.
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We implemented Togther4Ever on the Android-based 
smart phones, and evaluated its performance on both 
small-scale experiments and large-scale simulations. 
The results showed that the recommendations ac-
curately reflect the preferences of users in choosing 
friends.

Future Work:

Beyond the current prototype, the future work can be 
four-fold. First, we would like to evaluate our system 
on large-scale field experiments. Second, we intend to 
implement the life style extraction using LDA and the 
iterative matrix-vector multiplication method in user 
impact ranking incrementally, so that Togther4Ever 
would be scalable to large-scale systems. Third, the 
similarity threshold used for the friend-matching graph 
is fixed in our current prototype of Togther4Ever. It 
would be interesting to explore the adaption of the 
threshold for each edge and see whether it can bet-
ter represent the similarity relationship on the friend-
matching graph. 

At last, we plan to incorporate more sensors on the mo-
bile phones into the system and also utilize the infor-
mation from wearable equipments (e.g., Fit bit, watch, 
Google glass, Nike+, and Galaxy Gear) to discover more 
interesting and meaningful life styles. For example, we 
can incorporate the sensor data source from Fit bit, 
which extracts the user’s daily fitness info graph, and 
the user’s place of interests from GPS traces to gener-
ate an info graph of the user as a “document”. From 
the info graph, one can easily visualize a user’s life style 
which will make more sense on the recommendation. 
Actually, we expect to incorporate Togther4Ever into 
existing social services (e.g., Face book, Twitter, Linke-
dIn) so that Togther4Ever can utilize more information 
for life discovery, which should improve the recom-
mendation experience in the future.
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