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Abstract:

Feature subset selection can be analyzed as the prac-
tice of identifying and removing as lot of inappropri-
ate and unnecessary features as achievable. This if for 
the reason that, irrelevant features do not contribute 
to the predictive accuracy and redundant features do 
not redound to receiving a better analysis for that they 
provide typically information which is previously pres-
ent in other features of all the existing feature subset 
selection algorithms, most of them can effectively elim-
inate irrelevant features but fail to handle redundant 
features. The improved FAST algorithm is evaluated 
using various types of data like text data, micro-array 
data and image data to represent its performance. Fast 
clustering algorithm work can be done in two steps. 

The first step is to moving out irrelevant features from 
the dataset, for irrelevant features are removed by the 
features having the value above the predefined thresh-
old. And the second step is to eliminate the redundant 
features from the dataset, the redundant features is 
removed by constructing the Minimum Spanning Tree 
and separate the tree having the edge distance more 
than its neighbour to form the separate clusters, from 
the clusters features that are strongly associated with 
the target features are selected to form the subset of 
features. 

The Fast clustering Algorithm is more efficient than the 
existing feature subset selection algorithms. These can 
be formed in well equipped format and the time taken 
to retrieve the information will be short time and the 
Fast algorithm calculates the retrieval time of the data 
from the dataset. This algorithm formulates as per the 
data available in the dataset.
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By analyzing the efficiency of the proposed work and 
existing work, the time taken to retrieve the data will 
be better in the proposed by removing all the irrelevant 
features which gets analyzed. To ensure the efficiency 
of FAST, we adopt the efficient minimum-spanning tree 
(MST) clustering method. The efficiency and effective-
ness of the FAST algorithm are evaluated through an 
empirical study. Extensive experiments are carried out 
to compare FAST and several representative feature 
selection algorithms, namely, FCBF, Relief, CFS, Con-
sist, and FOCUSSF, with respect to four types of well-
known classifiers, namely, the probability based Naive 
Bayes, the tree-based C4.5, the instance-based IB1, and 
the rule-based RIPPER before and after feature selec-
tion. 
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INTRODUCTION:

Data mining, the extraction of hidden predictive infor-
mation from large databases, is a powerful new tech-
nology with great potential to help companies focus 
on the most important information in their data ware-
houses. Data mining tools predict future trends and 
behaviours, allowing businesses to make proactive, 
knowledge driven decisions. The automated, prospec-
tive analyses offered by data mining move beyond the 
analyses of past events provided by retrospective tools 
typical of decision support systems. Data mining tools 
can answer business questions that traditionally were 
too time consuming to resolve.

Identifying and Removing, Irrelevant and Redundant 
Features in High Dimension Data Using Feature Subset
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They scour databases for hidden patterns, finding pre-
dictive information that experts may miss because it 
lies outside their expectations.Data mining techniques 
are the result of a long process of research and prod-
uct development. This evolution began when business 
data was first stored on computers, continued with im-
provements in data access, and more recently, gener-
ated technologies that allow users to navigate through 
their data in real time. Data mining takes this evolution-
ary process beyond retrospective data access and navi-
gation to prospective and proactive information deliv-
ery. Data mining is ready for application in the business 
community because it is supported by three technolo-
gies that are now sufficiently mature:

•Massive data collection.

•Powerful multiprocessor computers.

•Data mining algorithms.

THE SCOPE OF DATA MINING:

Data mining derives its name from the similarities be-
tween searching for valuable business information in 
a large database — for example, finding linked prod-
ucts in gigabytes of store scanner data — and mining a 
mountain for a vein of valuable ore. Both processes re-
quire either sifting through an immense amount of ma-
terial, or intelligently probing it to find exactly where 
the value resides. Given databases of sufficient size and 
quality, data mining technology can generate new busi-
ness opportunities by providing these capabilities:

AUTOMATED PREDICTION OF TRENDS AND 
BEHAVIORS:

Data mining automates the process of finding predic-
tive information in large databases.  Questions that 
traditionally required extensive hands-on analysis can 
now be answered directly from the data — quickly. 
A typical example of a predictive problem is targeted 
marketing. Data mining uses data on past promotional 
mailings to identify the targets most likely to maximize 
return on investment in future mailings. Other pre-
dictive problems include forecasting bankruptcy and 
other forms of default, and identifying segments of a 
population likely to respond similarly to given events.

AUTOMATED DISCOVERY OF PREVIOUSLY 
UNKNOWN PATTERNS:

Data mining tools sweep through databases and iden-
tify previously hidden patterns in one step. An example 
of pattern discovery is the analysis of retail sales data 
to identify seemingly unrelated products that are often 
purchased together. Other pattern discovery problems 
include detecting fraudulent credit card transactions 
and identifying anomalous data that could represent 
data entry keying errors. Clustering is a semi-super-
vised learning problem, which tries to group a set of 
points into clusters such that points in the same cluster 
are more similar to each other than points in different 
clusters, under a particular similarity matrix. Feature 
subset selection can be viewed as the process of iden-
tifying and removing as many irrelevant and redundant 
features as possible.

This is because:

1) irrelevant features do not contribute to the predic-
tive accuracy, and

2) redundant features do not redound to getting a bet-
ter predictor for that they

provide mostly information which is already present in 
other feature(s).

PROBLEM DEFINITION:

The embedded methods incorporate feature selection 
as a part of the training process and are usually spe-
cific to given learning algorithms, and therefore may 
be more efficient than the other three categories. Tra-
ditional machine learning algorithms like decision trees 
or artificial neural networks are examples of embed-
ded approaches. The wrapper methods use the predic-
tive accuracy of a predetermined learning algorithm 
to determine the goodness of the selected subsets, 
the accuracy of the learning algorithms is usually high. 
However, the generality of the selected features is lim-
ited and the computational complexity is large. The fil-
ter methods are independent of learning algorithms, 
with good generality. Their computational complexity 
is low, but the accuracy of the learning algorithms is 
not guaranteed.
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The hybrid methods are a combination of filter and 
wrapper methods by using a filter method to reduce 
search space that will be considered by the subsequent 
wrapper. They mainly focus on combining filter and 
wrapper methods to achieve the best possible perfor-
mance with a particular learning algorithm with similar 
time complexity of the filter methods.

Drawbacks:

The generality of the selected features is limited and 
the computational complexity is large. Their computa-
tional complexity is low, but the accuracy of the learn-
ing algorithms is not guaranteed.

PROBLEM STATEMENT:

Feature subset selection can be viewed as the process 
of identifying and removing as many irrelevant and re-
dundant features as possible. This is because irrelevant 
features do not contribute to the predictive accuracy 
and redundant features do not redound to getting a 
better predictor for that they provide mostly informa-
tion which is already present in other feature(s). Of the 
many feature subset selection algorithms, some can ef-
fectively eliminate irrelevant features but fail to handle 
redundant features yet some of others can eliminate 
the irrelevant while taking care of the redundant fea-
tures. Our proposed FAST algorithm falls into the sec-
ond group. 

Traditionally, feature subset selection research has fo-
cused on searching for relevant features. A well-known 
example is Relief which weighs each feature accord-
ing to its ability to discriminate instances under differ-
ent targets based on distance-based criteria function. 
However, Relief is ineffective at removing redundant 
features as two predictive but highly correlated fea-
tures are likely both to be highly weighted. Relief-F ex-
tends Relief, enabling this method to work with noisy 
and incomplete data sets and to deal with multiclass 
problems, but still cannot identify redundant features.

Advantages:

1. Good feature subsets contain features highly corre-
lated with (predictive of) the class, yet uncorrelated 
with each other.

2. The efficiently and effectively deal with both irrel-
evant and redundant features, and obtain a good fea-
ture subset.

LITERATURE SURVEY:

Feature subset selection can be viewed as the process 
of identifying and removing as many irrelevant and re-
dundant features as possible. This is because:
(i) irrelevant features do not contribute to the predic-
tive accuracy and 
(ii) redundant features do not redound to getting a 
better predictor for that they provide mostly informa-
tion which is already present in other feature(s).

Of the many feature subset selection algorithms, some 
can effectively eliminate irrelevant features but fail 
to handle redundant features yet some of others can 
eliminate the irrelevant while taking care of the redun-
dant features, Our proposed FAST algorithm falls into 
the second group. Traditionally, feature subset selec-
tion research has focused on searching for relevant 
features. A well known example is Relief which weighs 
each feature according to its ability to discriminate 
instances under different targets based on distance-
based criteria function. However, Relief is ineffective 
at removing redundant features as two predictive but 
highly correlated features are likely both to be highly 
weighted extends Relief, enabling this method to work 
with noisy and incomplete data sets and to deal with 
multiclass problems, but still cannot identify redun-
dant features. 

However, along with irrelevant features, redundant 
features also affect the speed and accuracy of learning 
algorithms, and thus should be eliminated as well good 
feature subset is one that contains features highly cor-
related with the target, yet uncorrelated with each 
other. FCBF ([68], [71]) is a fast filter method which 
can identify relevant features as well as redundancy 
among relevant features without pair wise correlation 
analysis. CMIM iteratively picks features which maxi-
mize their mutual information with the class to predict, 
conditionally to the response of any feature already 
picked. Different from these algorithms, our proposed 
FAST algorithm employs clustering based method to 
choose features. Recently, hierarchical clustering has 
been adopted in word selection in the context of text 
classification. 
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They scour databases for hidden patterns, finding pre-
dictive information that experts may miss because it 
lies outside their expectations.Data mining techniques 
are the result of a long process of research and prod-
uct development. This evolution began when business 
data was first stored on computers, continued with im-
provements in data access, and more recently, gener-
ated technologies that allow users to navigate through 
their data in real time. Data mining takes this evolution-
ary process beyond retrospective data access and navi-
gation to prospective and proactive information deliv-
ery. Data mining is ready for application in the business 
community because it is supported by three technolo-
gies that are now sufficiently mature:

•Massive data collection.

•Powerful multiprocessor computers.

•Data mining algorithms.

THE SCOPE OF DATA MINING:

Data mining derives its name from the similarities be-
tween searching for valuable business information in 
a large database — for example, finding linked prod-
ucts in gigabytes of store scanner data — and mining a 
mountain for a vein of valuable ore. Both processes re-
quire either sifting through an immense amount of ma-
terial, or intelligently probing it to find exactly where 
the value resides. Given databases of sufficient size and 
quality, data mining technology can generate new busi-
ness opportunities by providing these capabilities:

AUTOMATED PREDICTION OF TRENDS AND 
BEHAVIORS:

Data mining automates the process of finding predic-
tive information in large databases.  Questions that 
traditionally required extensive hands-on analysis can 
now be answered directly from the data — quickly. 
A typical example of a predictive problem is targeted 
marketing. Data mining uses data on past promotional 
mailings to identify the targets most likely to maximize 
return on investment in future mailings. Other pre-
dictive problems include forecasting bankruptcy and 
other forms of default, and identifying segments of a 
population likely to respond similarly to given events.

AUTOMATED DISCOVERY OF PREVIOUSLY 
UNKNOWN PATTERNS:

Data mining tools sweep through databases and iden-
tify previously hidden patterns in one step. An example 
of pattern discovery is the analysis of retail sales data 
to identify seemingly unrelated products that are often 
purchased together. Other pattern discovery problems 
include detecting fraudulent credit card transactions 
and identifying anomalous data that could represent 
data entry keying errors. Clustering is a semi-super-
vised learning problem, which tries to group a set of 
points into clusters such that points in the same cluster 
are more similar to each other than points in different 
clusters, under a particular similarity matrix. Feature 
subset selection can be viewed as the process of iden-
tifying and removing as many irrelevant and redundant 
features as possible.

This is because:

1) irrelevant features do not contribute to the predic-
tive accuracy, and

2) redundant features do not redound to getting a bet-
ter predictor for that they

provide mostly information which is already present in 
other feature(s).

PROBLEM DEFINITION:

The embedded methods incorporate feature selection 
as a part of the training process and are usually spe-
cific to given learning algorithms, and therefore may 
be more efficient than the other three categories. Tra-
ditional machine learning algorithms like decision trees 
or artificial neural networks are examples of embed-
ded approaches. The wrapper methods use the predic-
tive accuracy of a predetermined learning algorithm 
to determine the goodness of the selected subsets, 
the accuracy of the learning algorithms is usually high. 
However, the generality of the selected features is lim-
ited and the computational complexity is large. The fil-
ter methods are independent of learning algorithms, 
with good generality. Their computational complexity 
is low, but the accuracy of the learning algorithms is 
not guaranteed.
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The hybrid methods are a combination of filter and 
wrapper methods by using a filter method to reduce 
search space that will be considered by the subsequent 
wrapper. They mainly focus on combining filter and 
wrapper methods to achieve the best possible perfor-
mance with a particular learning algorithm with similar 
time complexity of the filter methods.

Drawbacks:

The generality of the selected features is limited and 
the computational complexity is large. Their computa-
tional complexity is low, but the accuracy of the learn-
ing algorithms is not guaranteed.

PROBLEM STATEMENT:

Feature subset selection can be viewed as the process 
of identifying and removing as many irrelevant and re-
dundant features as possible. This is because irrelevant 
features do not contribute to the predictive accuracy 
and redundant features do not redound to getting a 
better predictor for that they provide mostly informa-
tion which is already present in other feature(s). Of the 
many feature subset selection algorithms, some can ef-
fectively eliminate irrelevant features but fail to handle 
redundant features yet some of others can eliminate 
the irrelevant while taking care of the redundant fea-
tures. Our proposed FAST algorithm falls into the sec-
ond group. 

Traditionally, feature subset selection research has fo-
cused on searching for relevant features. A well-known 
example is Relief which weighs each feature accord-
ing to its ability to discriminate instances under differ-
ent targets based on distance-based criteria function. 
However, Relief is ineffective at removing redundant 
features as two predictive but highly correlated fea-
tures are likely both to be highly weighted. Relief-F ex-
tends Relief, enabling this method to work with noisy 
and incomplete data sets and to deal with multiclass 
problems, but still cannot identify redundant features.

Advantages:

1. Good feature subsets contain features highly corre-
lated with (predictive of) the class, yet uncorrelated 
with each other.

2. The efficiently and effectively deal with both irrel-
evant and redundant features, and obtain a good fea-
ture subset.

LITERATURE SURVEY:

Feature subset selection can be viewed as the process 
of identifying and removing as many irrelevant and re-
dundant features as possible. This is because:
(i) irrelevant features do not contribute to the predic-
tive accuracy and 
(ii) redundant features do not redound to getting a 
better predictor for that they provide mostly informa-
tion which is already present in other feature(s).

Of the many feature subset selection algorithms, some 
can effectively eliminate irrelevant features but fail 
to handle redundant features yet some of others can 
eliminate the irrelevant while taking care of the redun-
dant features, Our proposed FAST algorithm falls into 
the second group. Traditionally, feature subset selec-
tion research has focused on searching for relevant 
features. A well known example is Relief which weighs 
each feature according to its ability to discriminate 
instances under different targets based on distance-
based criteria function. However, Relief is ineffective 
at removing redundant features as two predictive but 
highly correlated features are likely both to be highly 
weighted extends Relief, enabling this method to work 
with noisy and incomplete data sets and to deal with 
multiclass problems, but still cannot identify redun-
dant features. 

However, along with irrelevant features, redundant 
features also affect the speed and accuracy of learning 
algorithms, and thus should be eliminated as well good 
feature subset is one that contains features highly cor-
related with the target, yet uncorrelated with each 
other. FCBF ([68], [71]) is a fast filter method which 
can identify relevant features as well as redundancy 
among relevant features without pair wise correlation 
analysis. CMIM iteratively picks features which maxi-
mize their mutual information with the class to predict, 
conditionally to the response of any feature already 
picked. Different from these algorithms, our proposed 
FAST algorithm employs clustering based method to 
choose features. Recently, hierarchical clustering has 
been adopted in word selection in the context of text 
classification. 
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Distributional clustering has been used to cluster 
words into groups based either on their participation 
in particular grammatical relations with other words by 
Pereira et al. or on the distribution of class labels as-
sociated with each word by Baker and McCallum [4]. 
As distributional clustering of words are agglomerative 
in nature, and result in sub-optimal word clusters and 
high computational cost, Dhillon et al. [18] proposed a 
new information-theoretic divisive algorithm for word 
clustering and applied it to text classification. Butter-
worth et proposed to cluster features using a special 
metric of Barthelemy-Montjardet distance, and then 
makes use of the dendrogram of the resulting cluster 
hierarchy to choose the most relevant attributes.  

Unfortunately, the cluster evaluation measure based 
on Barthelemy-Montjardet distance does not identify 
a feature subset that allows the classifiers to improve 
their original performance accuracy. Furthermore, 
even compared with other feature selection methods, 
the obtained accuracy is lower. Hierarchical clustering 
also has been used to select features on spectral data. 
Van Dijk and Van proposed a hybrid filter/wrapper fea-
ture subset selection algorithm for regression. 

Krier et alp resented a methodology combining hierar-
chical constrained clustering of spectral  variables and 
selection of clusters by mutual information. Their fea-
ture clustering method is similar to that of Van Dijk and 
Van Hullefor except that the former forces every clus-
ter to contain consecutive features only. Both meth-
ods employed agglomerative hierarchical clustering to 
remove redundant features. Quite differentfrom these 
hierarchical clustering based algorithms, our proposed 
FAST algorithm uses minimum spanning tree based 
method to cluster features. Meanwhile, it does not as-
sume that data points are grouped around centers or 
separated by a regular geometric curve. Moreover, our 
proposed FAST does not limit to some specific types 
of data.

IMPLEMENTATION:

Implementation is the stage of the project when the 
theoretical design is turned out into a working system. 
Thus it can be considered to be the most critical stage 
in achieving a successful new system and in giving the 
user, confidence that the new system will work and be 
effective.
	

The implementation stage involves careful planning, 
investigation of the existing system and it’s constraints 
on implementation, designing of methods to achieve 
changeover and evaluation of changeover methods.

User  :

Users are having authentication and security to access 
the detail which is presented in the ontology system. 
Before accessing or searching the details user should 
have the account in that otherwise they should regis-
ter first.

Distributed Clustering :

The Distributional clustering has been used to cluster 
words into groups based either on their participation 
in particular grammatical relations with other words by 
Pereira et al. or on the distribution of class labels as-
sociated with each word by Baker and McCallum . As 
distributional clustering of words are agglomerative in 
nature, and result in suboptimal word clusters and high 
computational cost, proposed a new information-theo-
retic divisive algorithm for word clustering and applied 
it to text classification. proposed to cluster features us-
ing a special metric of distance, and then makes use 
of the of the resulting cluster hierarchy to choose the 
most relevant attributes. 

Unfortunately, the cluster evaluation measure based 
on distance does not identify a feature subset that 
allows the classifiers to improve their original perfor-
mance accuracy. Furthermore, even compared with 
other feature selection methods, the obtained accu-
racy is lower.

Subset Selection Algorithm:

The Irrelevant features, along with redundant features, 
severely affect the accuracy of the learning machines. 
Thus, feature subset selection should be able to identi-
fy and remove as much of the irrelevant and redundant 
information as possible. Moreover, “good feature sub-
sets contain features highly correlated with (predictive 
of) the class, yet uncorrelated with (not predictive of) 
each other. Keeping these in mind, we develop a nov-
el algorithm which can efficiently and effectively deal 
with both irrelevant and redundant features, and ob-
tain a good feature subset.
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Time Complexity:

The major amount of work for Algorithm 1 involves 
the computation of SU values for TR relevance and F-
Correlation, which has linear complexity in terms of the 
number of instances in a given data set. The first part 
of the algorithm has a linear time complexity in terms 
of the number of features m. Assuming features are se-
lected as relevant ones in the first part, when k ¼ only 
one feature is selected.

CONCLUSIONS:

In this paper, we have presented a novel clustering-
based feature subset selection algorithm for high di-
mensional data. The algorithm involves (i) removing 
irrelevant features, (ii) constructing a minimum span-
ning tree from relative ones, and (iii) partitioning the 
MST and selecting representative features. In the pro-
posed algorithm, a cluster consists of features. Each 
cluster is treated as a single feature and thus dimen-
sionality is drastically reduced. We have compared the 
performance of the proposed algorithm with those of 
the five well-known feature selection algorithms FCBF, 
ReliefF, CFS, Consist, and FOCUS-SF on the 35 publicly
available image, microarray, and text data from the 
four different aspects of the proportion of selected 
features, runtime, classification accuracy of a given 
classifier, and the Win/Draw/Loss record. Generally, the 
proposed algorithm obtained the best proportion of 
selected features, the best runtime, and the best clas-
sification accuracy for Naive Bayes, C4.5, and RIPPER, 
and the second best classification accuracy for IB1. The 
Win/Draw/Loss records confirmed the conclusions. 

We also found that FAST obtains the rank of 1 for mi-
croarray data, the rank of 2 for text data, and the rank 
of 3 for image data in terms of classification accuracy 
of the four different types of classifiers, and CFS is a 
good alternative. At the same time, FCBF is a good al-
ternative for image and text data. Moreover, Consist 
and FOCUSSF are alternatives for text data. 

FUTURE WORK:

For the future work, we plan to explore different types 
of correlation measures, and study some formal prop-
erties of feature space.
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Distributional clustering has been used to cluster 
words into groups based either on their participation 
in particular grammatical relations with other words by 
Pereira et al. or on the distribution of class labels as-
sociated with each word by Baker and McCallum [4]. 
As distributional clustering of words are agglomerative 
in nature, and result in sub-optimal word clusters and 
high computational cost, Dhillon et al. [18] proposed a 
new information-theoretic divisive algorithm for word 
clustering and applied it to text classification. Butter-
worth et proposed to cluster features using a special 
metric of Barthelemy-Montjardet distance, and then 
makes use of the dendrogram of the resulting cluster 
hierarchy to choose the most relevant attributes.  

Unfortunately, the cluster evaluation measure based 
on Barthelemy-Montjardet distance does not identify 
a feature subset that allows the classifiers to improve 
their original performance accuracy. Furthermore, 
even compared with other feature selection methods, 
the obtained accuracy is lower. Hierarchical clustering 
also has been used to select features on spectral data. 
Van Dijk and Van proposed a hybrid filter/wrapper fea-
ture subset selection algorithm for regression. 

Krier et alp resented a methodology combining hierar-
chical constrained clustering of spectral  variables and 
selection of clusters by mutual information. Their fea-
ture clustering method is similar to that of Van Dijk and 
Van Hullefor except that the former forces every clus-
ter to contain consecutive features only. Both meth-
ods employed agglomerative hierarchical clustering to 
remove redundant features. Quite differentfrom these 
hierarchical clustering based algorithms, our proposed 
FAST algorithm uses minimum spanning tree based 
method to cluster features. Meanwhile, it does not as-
sume that data points are grouped around centers or 
separated by a regular geometric curve. Moreover, our 
proposed FAST does not limit to some specific types 
of data.

IMPLEMENTATION:

Implementation is the stage of the project when the 
theoretical design is turned out into a working system. 
Thus it can be considered to be the most critical stage 
in achieving a successful new system and in giving the 
user, confidence that the new system will work and be 
effective.
	

The implementation stage involves careful planning, 
investigation of the existing system and it’s constraints 
on implementation, designing of methods to achieve 
changeover and evaluation of changeover methods.

User  :

Users are having authentication and security to access 
the detail which is presented in the ontology system. 
Before accessing or searching the details user should 
have the account in that otherwise they should regis-
ter first.

Distributed Clustering :

The Distributional clustering has been used to cluster 
words into groups based either on their participation 
in particular grammatical relations with other words by 
Pereira et al. or on the distribution of class labels as-
sociated with each word by Baker and McCallum . As 
distributional clustering of words are agglomerative in 
nature, and result in suboptimal word clusters and high 
computational cost, proposed a new information-theo-
retic divisive algorithm for word clustering and applied 
it to text classification. proposed to cluster features us-
ing a special metric of distance, and then makes use 
of the of the resulting cluster hierarchy to choose the 
most relevant attributes. 

Unfortunately, the cluster evaluation measure based 
on distance does not identify a feature subset that 
allows the classifiers to improve their original perfor-
mance accuracy. Furthermore, even compared with 
other feature selection methods, the obtained accu-
racy is lower.

Subset Selection Algorithm:

The Irrelevant features, along with redundant features, 
severely affect the accuracy of the learning machines. 
Thus, feature subset selection should be able to identi-
fy and remove as much of the irrelevant and redundant 
information as possible. Moreover, “good feature sub-
sets contain features highly correlated with (predictive 
of) the class, yet uncorrelated with (not predictive of) 
each other. Keeping these in mind, we develop a nov-
el algorithm which can efficiently and effectively deal 
with both irrelevant and redundant features, and ob-
tain a good feature subset.
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Time Complexity:

The major amount of work for Algorithm 1 involves 
the computation of SU values for TR relevance and F-
Correlation, which has linear complexity in terms of the 
number of instances in a given data set. The first part 
of the algorithm has a linear time complexity in terms 
of the number of features m. Assuming features are se-
lected as relevant ones in the first part, when k ¼ only 
one feature is selected.

CONCLUSIONS:

In this paper, we have presented a novel clustering-
based feature subset selection algorithm for high di-
mensional data. The algorithm involves (i) removing 
irrelevant features, (ii) constructing a minimum span-
ning tree from relative ones, and (iii) partitioning the 
MST and selecting representative features. In the pro-
posed algorithm, a cluster consists of features. Each 
cluster is treated as a single feature and thus dimen-
sionality is drastically reduced. We have compared the 
performance of the proposed algorithm with those of 
the five well-known feature selection algorithms FCBF, 
ReliefF, CFS, Consist, and FOCUS-SF on the 35 publicly
available image, microarray, and text data from the 
four different aspects of the proportion of selected 
features, runtime, classification accuracy of a given 
classifier, and the Win/Draw/Loss record. Generally, the 
proposed algorithm obtained the best proportion of 
selected features, the best runtime, and the best clas-
sification accuracy for Naive Bayes, C4.5, and RIPPER, 
and the second best classification accuracy for IB1. The 
Win/Draw/Loss records confirmed the conclusions. 

We also found that FAST obtains the rank of 1 for mi-
croarray data, the rank of 2 for text data, and the rank 
of 3 for image data in terms of classification accuracy 
of the four different types of classifiers, and CFS is a 
good alternative. At the same time, FCBF is a good al-
ternative for image and text data. Moreover, Consist 
and FOCUSSF are alternatives for text data. 

FUTURE WORK:

For the future work, we plan to explore different types 
of correlation measures, and study some formal prop-
erties of feature space.
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