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ABSTRACT: 

Information deduplication is a strategy for disposing of 

copy duplicates of information, and has been broadly 

utilized as a part of distributed storage to lessen 

storage room and transfer transmission capacity. 

Notwithstanding, there is just a single duplicate for 

each record put away in cloud regardless of the 

possibility that such a document is claimed by 

countless. Accordingly, deduplication framework 

enhances stockpiling use while lessening unwavering 

quality. Moreover, the test of protection for touchy 

information additionally emerges when they are 

outsourced by clients to cloud. Expecting to address 

the above security challenges, this paper makes the 

primary endeavor to formalize the thought of 

circulated dependable deduplication framework. We 

propose new appropriated deduplication frameworks 

with higher unwavering quality in which the 

information lumps are disseminated over various cloud 

servers. The security prerequisites of information 

classification and label consistency are additionally 

accomplished by presenting a deterministic mystery 

sharing plan in  dispersed stockpiling frameworks, 

rather than utilizing focalized encryption as in past 

deduplication frameworks. Security examination 

exhibits that our deduplication frameworks are secure 

regarding the definitions indicated in the proposed 

security demonstrate. As a proof of idea, we execute 

the proposed frameworks and show that the brought 

about overhead is exceptionally constrained in 

reasonable situations. 
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1 INTRODUCTION: 

With the unstable development of advanced 

information, deduplication strategies are generally 

utilized to reinforcement information and limit system 

and capacity overhead by distinguishing and taking out 

excess among information. Rather than .keeping 

different information duplicates with a similar 

substance, deduplication dispenses with repetitive 

information by keeping just a single physical duplicate 

and alluding other excess information to that duplicate. 

Deduplication has gotten much consideration from 

both scholarly world and industry since it can 

significantly enhances stockpiling use and spare 

storage room, particularly for the applications with 

high dedupli-cation proportion, for example, authentic 

capacity frameworks. Various deduplication 

frameworks have been ace postured in light of 

different deduplication procedures, for example, 

customer side or server-side deduplications, document 

level or piece level deduplications. A short survey is 

given in Section 6. Particularly, with the approach of 

distributed storage, information deduplication systems 

turn out to be more appealing and basic for the 

administration of regularly expanding vol-umes of 

information in distributed storage administrations 

which persuades undertakings and associations to 

outsource information stockpiling to outsider cloud 

suppliers, as confirm by some genuine contextual 

analyses [1]. As indicated by the examination report of 

IDC, the volume of information on the planet is 

required to achieve 40 trillion gigabytes in 2020 [2]. 

Today's com-mercial distributed storage 

administrations, for example, Dropbox, Google Drive 

and Mozy, have been applying deduplication to spare 

the system transfer speed and the capacity cost with 

customer side deduplication. 
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There are two sorts of deduplication as far as the size: 

(i) record level deduplication, which finds re-

dundancies between various documents and expels 

these redundancies to decrease limit requests, and (ii) 

square level deduplication, which finds and evacuates 

redun-dancies between information pieces. The record 

can be isolated into littler settled size or variable-

estimate squares. Utilizing settled size pieces improves 

the calculations of square bound-aries, while utilizing 

variable-estimate pieces (e.g., in view of Rabin 

fingerprinting [3]) gives better deduplication 

effectiveness. In spite of the fact that deduplication 

method can spare the storage room for the distributed 

storage specialist co-ops, it diminishes the unwavering 

quality of the framework. Information unwavering 

quality is really an exceptionally basic issue in a 

deduplication stockpiling framework in light of the 

fact that there is just a single duplicate for each 

document put away in the server shared by every one 

of the proprietors.  

 

In the event that such a mutual record/piece was lost, a 

lopsidedly extensive measure of information gets to be 

distinctly difficult to reach on account of the 

unavailabil-ity of the considerable number of 

documents that share this record/lump. On the off 

chance that the estimation of a piece were measured as 

far as the measure of record information that would be 

lost if there should arise an occurrence of losing a 

solitary lump, then the measure of client information 

lost when a piece in the capacity framework is 

undermined develops with the quantity of the shared 

trait of the lump. Along these lines, how to ensure high 

information unwavering quality in deduplication 

framework is a basic issue. The vast majority of the 

past deduplication frameworks have just been 

considered in a solitary server setting. In any case, as 

bunches of deduplication frameworks and distributed 

storage frameworks are planned by clients and 

applications for higher dependability, particularly in 

recorded stockpiling sys-tems where information are 

basic and ought to be saved over long eras.  

This requires the dedupli-cation stockpiling 

frameworks give unwavering quality equivalent to 

other high-accessible frameworks. Besides, the test for 

information security additionally emerges as an ever 

increasing number of delicate information are being 

outsourced by clients to cloud. Encryption components 

have usu-partner been used to secure the classification 

before outsourcing information into cloud. Most 

business stockpiling specialist organization are hesitant 

to apply encryption over the information since it 

makes deduplication unimaginable. The reason is that 

the conventional encryption components, including 

open key encryption and symmetric key encryption, 

require distinctive clients to encode their information 

with their own keys. Thus, indistinguishable 

information duplicates of various clients will prompt to 

various ciphertexts. To take care of the issues of 

classification and deduplication, the idea of focalized 

encryption [4] has been ace postured and broadly 

received to implement information privacy while 

acknowledging deduplication. Be that as it may, these 

frameworks accomplished secrecy of outsourced 

information at the cost of diminished mistake 

versatility. Consequently, how to secure both privacy 

and unwavering quality while accomplishing dedu-

plication in a distributed storage framework is still a 

test. 

 

2 PROBLEM FORMULATION 

2.1 System Model 

This section is devoted to the definitions of the system 

model and security threats. Two kinds entities will be 

involved in this deduplication system, including the 

user and the storage cloud service provider (S-CSP). 

Both client-side deduplication and server-side 

deduplication are supported in our system to save the 

bandwidth for data uploading and storage space for 

data storing. 

• User. The user is an entity that wants to outsource 

data storage to the S-CSP and access the data 

later. In a storage system supporting 

deduplication, the user only uploads unique data 

but does not upload any duplicate data to save the 
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upload bandwidth. Furthermore, the fault 

tolerance is required by users in the system to 

provide higher reliability. 

• S-CSP. The S-CSP is an entity that provides the 

outsourcing data storage service for the users. In 

the deduplication system, when users own and 

store the same content, the S-CSP will only store a 

single copy of these files and retain only unique 

data. A deduplication technique, on the other 

hand, can reduce the storage cost at the server side 

and save the upload bandwidth at the user side. 

For fault tolerance and confidentiality of data 

storage, we consider a quorum of S-CSPs, each 

being an inde-pendent entity. The user data is 

distributed across multiple S-CSPs. 

 

We deploy our deduplication mechanism in both file 

and block levels. Specifically, to upload a file, a user 

first performs the file-level duplicate check. If the file 

is a duplicate, then all its blocks must be duplicates as 

well, otherwise, the user further performs the block-

level duplicate check and identifies the unique blocks 

to be uploaded. Each data copy (i.e., a file or a block) 

is associated with a tag for the duplicate check. All 

data copies and tags will be stored in the S-CSP. 

 

2.2 Threat Model and Security Goals 

Two sorts of aggressors are considered in our danger 

display: (i) An outside assailant, who may acquire 

some learning of the information duplicate of premium 

by means of open chan-nels. An outside aggressor 

assumes the part of a client that associates with the S-

CSP; (ii) An inside assailant, who may have some 

learning of incomplete information data, for example, 

the ciphertext. An insider aggressor is thought to be 

straightforward however inquisitive and will take after 

our convention, which could allude to the S-CSPs in 

our framework. They will probably extricate valuable 

data from client information. The fol-lowing security 

prerequisites, including classification, uprightness, and 

dependability are considered in our security 

demonstrate.  

Classification. Here, we permit agreement among the 

S-CSPs. In any case, we require that the quantity of 

plotted S-CSPs is not more than a predefined edge. To 

this end, we mean to accomplish information secrecy 

against agreement assaults. We require that the 

information conveyed and put away among the S-CSPs 

stays secure when they are capricious (i.e., have high 

min-entropy), regardless of the possibility that the foe 

controls a predefined number of S-CSPs. The objective 

of the foe is to recover and recuperate the records that 

don't have a place with them. This prerequisite has as 

of late been formalized in [6] and called the protection 

against picked circulation assault. This likewise 

suggests the information is secure against the enemy 

who does not possess the information. 

Trustworthiness. Two sorts of uprightness, including 

tag consis-tency and message verification, are included 

in the security show. Label consistency check is 

controlled by the distributed storage server amid the 

document transferring stage, which is utilized to keep 

the copy/ciphertext substitution assault.  

 

In the event that any enemy transfers a malevolently 

created ciphertext to such an extent that its tag is the 

same with another sincerely produced ciphertext, the 

distributed storage server can distinguish this 

deceptive conduct. In this way, the clients don't have to 

stress over that their information are supplanted and 

not able to be decoded. Message confirmation check is 

controlled by the clients, which is utilized to recognize 

if the downloaded and unscrambled information are 

finished and uncorrupted or not. This security 

necessity is acquainted with keep the insider assault 

from the distributed storage specialist organizations. 

Dependability. The security prerequisite of 

unwavering quality in deduplication implies that the 

capacity framework can give adaptation to non-critical 

failure by utilizing the method for excess. In more 

points of interest, in our framework, it can be endured 

regardless of the possibility that a specific number of 

hubs come up short. The framework is required to 

recognize and repair debased information and give 

rectify yield to the clients. 
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3 THE DISTRIBUTED DEDUPLICATION  

SYSTEMS 

The appropriated deduplication frameworks' proposed 

point is to dependably store information in the cloud 

while accomplishing secrecy and uprightness. Its 

principle objective is to empower deduplication and 

appropriated stockpiling of the information over 

numerous capacity servers. Rather than scrambling the 

information to keep the privacy of the information, our 

new construc-tions use the mystery part system to part 

information into shards. These shards will then be 

disseminated over various stockpiling servers. 

 

3.1 Building Blocks 

Secret Sharing Scheme 

There are two algorithms in a secret sharing scheme, 

which are Share and Recover. The secret is divided 

and shared by using Share. With enough shares, the 

secret can be extracted and recovered with the 

algorithm of Recover. In our implementation, we will 

use the Ramp secret sharing scheme (RSSS) [7], [8] to 

secretly split a secret into shards. Specifically, the (n, 

k, r)-RSSS (where n > k > r ≥ 0) generates n shares 

from a secret so that (i) the secret can be recovered 

from any k or more shares, and (ii) no information 

about the secret can be deduced from any r or less 

shares. Two algorithms, Share and Recover, are 

defined in the (n, k, r)-RSSS. 

• Share divides a secret S into (k − r) pieces of 

equal size, generates r random pieces of the same 

size, and encodes the k pieces using a non-

systematic k-of-n erasure code into n shares of the 

same size; 

• Recover takes any k out of n shares as inputs and 

then outputs the original secret S. 

 

It is known that when r = 0, the (n, k, 0)-RSSS 

becomes the (n, k) Rabin’s Information Dispersal 

Algorithm (IDA) [9]. When r = k − 1, the (n, k, k − 1)-

RSSS becomes the (n,k) Shamir’s Secret Sharing 

Scheme (SSSS) [10]. 

 

 

Tag Generation Algorithm 

In our constructions below, two kinds of tag generation 

algorithms are defined, that is, TagGen and TagGen’. 

TagGen is the tag generation algorithm that maps the 

original data copy F and outputs a tag T (F ). This tag 

will be generated by the user and applied to perform 

the duplicate check with the server. Another tag 

generation algorithm TagGen’ takes as input a file F 

and an index j and outputs a tag. This tag, generated by 

users, is used for the proof of ownership for F . 

 

Message authentication code 

A message authentication code (MAC) is a short piece 

of information used to authenticate a message and to 

provide integrity and authenticity assurances on the 

message. In our construction, the message 

authentication code is applied to achieve the integrity 

of the outsourced stored files. It can be easily 

constructed with a keyed (cryptographic) hash 

function, which takes input as a secret key and an 

arbitrary-length file that needs to be authenticated, and 

outputs a MAC. Only users with the same key 

generating the MAC can verify the correctness of the 

MAC value and detect whether the file has been 

changed or not. 

 

3.2 The File-level Distributed Deduplication  

System 

To support efficient duplicate check, tags for each file 

will be computed and are sent to S-CSPs. To prevent a 

collusion attack launched by the S-CSPs, the tags 

stored at different storage servers are computationally 

independent and different. We now elaborate on the 

details of the construction as follows. System setup. In 

our construction, the number of storage 

servers S-CSPs is assumed to be n with identities 

denoted by id1, id2, · · · , idn, respectively. Define the 

security parameter as 1 and initialize a secret sharing 

scheme SS = (Share, Recover), and a tag generation 

algorithm Tag Gen. The file storage system for the 

storage server is set to be ⊥.with S-CSPs to perform 

the deduplication.  
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More precisely, the user firstly computes and sends the 

file tag ϕF = TagGen(F ) to S-CSPs for the file 

duplicate check. 

1. If a duplicate is found, the user computes and sends 

ϕF;idj = TagGen
′
(F, idj ) to the j-th server with identity 

idj via the secure channel for 1 ≤ j ≤ n (which could 

be implemented by a cryptographic hash function Hj 

(F ) related with index j). The reason for introducing 

an index j is to prevent the server from getting the 

shares of other S-CSPs for the same file or block, 

which will be explained in detail in the security 

analysis. If ϕF;idj matches the metadata stored with ϕF 

, the user will be provided a pointer for the shard 

stored at server idj . 

2. Otherwise, if no duplicate is found, the user will 

proceed as follows. He runs the secret sharing algo-

rithm SS over F to get {cj } = Share(F ), where cj 

is the j-th shard of F . He also computes ϕF;idj = 

TagGen
′
(F, idj ), which serves as the tag for the j-th 

S-CSP. Finally, the user uploads the set of values {ϕF 

, cj , ϕF;idj } to the S-CSP with identity idj via a secure 

channel. The S-CSP stores these values and returns a 

pointer back to the user for local storage. 

 

File Download. To download a file F , the user first 

downloads the secret shares {cj } of the file from k out 

of n storage servers. Specifically, the user sends the 

pointer of F to k out of n S-CSPs. After gathering 

enough shares, the user reconstructs file F by using the 

algorithm of Recover({cj }). This approach provides 

fault tolerance and allows the user to remain accessible 

even if any limited subsets of storage servers fail. 

 

3.3 The Block-level Distributed Deduplication  

Sys-tem 

In this section, we show how to achieve the fine-

grained block-level distributed deduplication. In a 

block-level deduplication system, the user also needs 

to firstly perform the file-level deduplication before 

uploading his file. If no duplicate is found, the user 

divides this file into blocks and performs block-level 

deduplication.  

The system setup is the same as the file-level 

deduplication system, except the block size parameter 

will be defined additionally. Next, we give the details 

of the algorithms of File Upload and File Download. 

File Upload. To upload a file F , the user first performs 

the file-level deduplication by sending ϕF to the 

storage servers. If a duplicate is found, the user will 

perform the file-level deduplication, such as that in 

Section 3.2. Otherwise, if no duplicate is found, the 

user performs the block-level deduplication as follows. 

He firstly divides F into a set of fragments {Bi} (where 

i = 1, 2, · · · ). For each fragment Bi, the user will 

perform a block-level duplicate check by comput-ing 

ϕBi = TagGen(Bi), where the data processing and 

duplicate check of block-level deduplication is the 

same as that of file-level deduplication if the file F is 

replaced with block Bi.  Upon receiving block tags {ϕBi 

}, the server with identity idj computes a block signal 

vector σBi for each i. 

• i) If σBi =1, the user further computes and sends 

ϕBi;j = TagGen
′
(Bi, j) to the S-CSP with identity idj 

. If it also matches the corresponding tag stored, 

S-CSP returns a block pointer of Bi to the user. 

Then, the user keeps the block pointer of Bi and 

does not need to upload Bi. 

 

• ii) If σBi =0, the user runs the secret sharing al-

gorithm SS over Bi and gets {cij } = Share(Bi), 

where cij is the j-th secret share of Bi. The user 

also computes ϕBi;j for 1 ≤ j ≤ n and uploads the 

set of values {ϕF , ϕF;idj , cij , ϕBi;j } to the server idj 

via a secure channel. The S-CSP returns the 

corresponding pointers back to the user. 

 

File Download. To download a file F = {Bi}, the user 

first downloads the secret shares {cij } of all the blocks 

Bi in F from k out of n S-CSPs. Specifically, the user 

sends all the pointers for Bi to k out of n servers. After 

gathering all the shares, the user reconstructs all the 

fragments Bi using the algorithm of Recover({·}) and 

gets the file F ={Bi}. 

 

 



 

 Page 110 
 

4 .CONCLUSIONS 

We proposed the disseminated deduplication 

frameworks to enhance the unwavering quality of 

information while accomplishing the confidentiality of 

the clients' outsourced information without an 

encryption instrument. Four developments were 

professional postured to bolster document level and 

fine-grained square level information deduplication. 

The security of label consistency and honesty were 

accomplished. We executed our deduplica-tion 

frameworks utilizing the Ramp mystery sharing plan 

and exhibited that it brings about little 

encoding/disentangling overhead contrasted with the 

system transmission over-head in customary 

transfer/download operations. 
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