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ABSTRACT: 

The sensor nodes are inexpensive, disposable, and 

expected to last until their energy drains out. Therefore, 

energy is a very limited resource for a WSN system, and 

it needs to be managed in an optimal fashion. Reliable 

and successful data delivery at the BS is desired. 

Energy efficiency is an important aspect of any 

application of WSN. Routing of data in WSN is a 

critical task, and significant amount of energy can be 

saved if routing can be carried out tactfully. Routing is 

an issue linked to the network layer of the protocol 

stack of WSN.  We present a novel energy-efficient 

routing protocol for Wireless sensor networks. The 

protocol is reliable in terms of data delivery at the base 

station (BS). 

 

The proposed protocol is hierarchical and cluster 

based. Each cluster consists of one cluster head (CH) 

node, two deputy cluster head nodes, and some 

ordinary sensor nodes. The reclustering time and 

energy requirements have been minimized by 

introducing the concept of cluster head panel. 

Depending on the topology of the network, the data 

transmission from the cluster head node to the base 

station is carried out either directly or in multihop 

fashion. We will develop model for attacks show 

detection and prevention mechanism at the first stage 

of the protocol, the base station selects a set of probable 

cluster head nodes and forms the cluster head panel. 

Reliability aspect of the protocol, it puts best effort to 

ensure a specified throughput level at the base station 

by avoiding attacks in the network. Simulation results 

the energy efficiency, throughput, and prolonged 

lifetime of the nodes under the influence of the 

proposed protocol. 

Introduction 

Wireless sensor networks (WSN), sometimes called 

wireless sensor and actuatornetworks (WSAN), are 

spatially distributed autonomous sensors to monitor 

physical or environmental conditions, such as 

temperature, sound, pressure, etc. and to cooperatively 

pass their data through the network to a main location. 

The WSN is built of nodes from a few to several 

hundreds or even thousands, where each node is 

connected to one (or sometimes several) sensors. Each 

such sensor network node has typically several parts: a 

radio transceiver with an internal antenna or connection 

to an external antenna, a microcontroller, an electronic 

circuit for interfacing with the sensors and an energy 

source, usually a battery or an embedded form of energy 

harvesting. A sensor node might vary in size from that of 

a shoebox down to the size of a grain of dust, although 

functioning "motes" of genuine microscopic dimensions 

have yet to be created. The cost of sensor nodes is 

similarly variable, ranging from a few to hundreds of 

dollars, depending on the complexity of the individual 

sensor nodes. Size and cost constraints on sensor nodes 

result in corresponding constraints on resources such as 

energy, memory, computational speed and 

communications bandwidth. The topology of the WSNs 

can vary from a simple star network to an advanced 

multi-hop wireless mesh network. The propagation 

technique between the hops of the network can be 

routing or flooding. 

 

Wireless Sensor Network (WSN) consists of several 

resource-constrained sensor nodes randomly deployed 

over a geographic region. These sensor nodes forward 

sensory data toward a resourceful base station (BS). 

Depending on the application type, the BS is located 
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either far away from the sensor field or within the sensor 

field the sensor nodes generate sensory data from the 

environment of interest. Such networks have wide range 

of applications in military and civil domains. Some 

application areas of WSN are as follows: combat field 

surveillance, target tracking in battlefields, intrusion 

detection, postdisaster rescue operations, smart home, 

monitoring and alarming systems for supermarkets, 

wildlife monitoring systems, and many safety and 

security related applications. The sensed data are finally 

forwarded toward BS for further processing and decision 

making with regard to the control for meeting the 

objectives of the system in place.  

 

Mobility of sensor nodes in wireless sensor network 

(WSN) has posed new challenges particularly in packet 

delivery ratio and energy consumption. Some real 

applications impose combined environments of fixed and 

mobile sensor nodes in the same network, while 

othersdemandacompletemobilesensorsenvironment.Pack

etlossthatoccursduetomobility of the sensor nodes is one 

of the main challenges which come in parallel with 

energy consumption. Energy is an extremely critical 

resource for battery-powered wireless sensor networks 

(WSN), thus making energy-efficient protocol design a 

key challenging problem. Most of the existing energy-

efficient routing protocols always forward packets along 

the minimum energy path to the sink to merely minimize 

energy consumption, which causes an unbalanced 

distribution of residual energy among sensor nodes, and 

eventually results in a network partition Depending on 

the application type, the sensor nodes and the BS can be 

static or mobile. In a typical WSN, the sensor nodes are 

highly resource constrained. The sensor nodes are 

inexpensive, disposable and expected to last until their 

energy drains out Therefore, energy is a very limited 

resource for a WSN system, and it needs to be managed 

in an optimal fashion. Reliable and successful data 

delivery at the BS is desired. Energy efficiency is an 

important aspect of any application of WSN. Routing of 

data in WSN is a critical task, and significant amount of 

energy can be saved if routing can be carried out 

tactfully. Routing is an issue linked to the network layer 

of the protocol stack of WSN. In multi hop 

communication, the major issue may be the selection of 

the intermediate nodes in the route. 

 

Existing System 

The existing system has been on maximizing end-to-end 

throughput and minimizing delay. Apart from these two 

design objectives, there are two more dominating design 

issues. These are energy constraintsand signal 

interference. Due to the unattended nature of the sensor 

nodes in the WSN applications, the energy efficiency 

issue has become extremely important. Multi-path and 

Multi-SPEED routing protocol are some routing 

protocols designed for WSN. Directed Alternative 

Spanning Tree and energy-efficient routing algorithm to 

prolong lifetime are some recent work of energy-efficient 

routing. The proposed energy-balanced routing protocol, 

in which the packets move toward the BS through dense 

energy area and thus protect the nodes with relatively 

low residual energy The protocol prolongs the lifetime of 

the network, but it does not consider the issue of reliable 

data delivery. The protocol does not consider mobility of 

the sensor nodes and the BS. The modified LEACH 

(MLEACH)is an extension of the LEACH protocol, 

which can handle mobility of sensor nodes. M-

LEACH,again, does not consider mobility in the BS. 

LEACH is enhanced in   order to support mobile sensor 

nodes. 

 

Limitations of Existing 

None of the existing protocols can achieve all the 

following goals at the same time: 

1) Guaranteeing reliability in an energy-efficient manner 

in presence of node and BS mobility 

2) Managing mobility of the nodes and maintaining 

connectivity through alternate paths 

3) Minimizing message overhead and overcoming less 

reliable wireless links. 

4) Guaranteeing robust data aggregation. 

 

Problem Statement 

To acquire energy-efficient and reliable routing protocol 

for a mobile WSN that operates in an unattended manner 

and, sometimes, in hostile environment has become the 

major goal to be achieved. As the sensor nodes are 
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resource constrained, the routing protocol should 

consume low power and should not burden the nodes 

with storage overhead. 

 

MODULE IMPLEMENTATION 

 
Fig 1: Different Modules 

 

The protocol is divided into four phases fig.8 describes 

the overall protocol in terms of its different phases. 

 
Fig:2  Overall protocol description of E2R2. 

 

Self-Organization Phase 

The clusters are formed. The CH set, the current CH, and 

the two DCH nodes are selected by the BS. BS collects 

the current location information from each of the sensor 

nodes and then forms a sensor field map. The nodes in 

the CH panel can take the role of CH node and DCH 

node. This selection is based on the cumulative credit 

point earned from the three parameters, namely, residual 

energy level of the node, degree of the node, and 

mobility level of the node.  The self-organization phase, 

each node broadcasts it’s three attributes, namely, 

geographic location information, residual energy level, 

and mobility level or velocity. This broadcast is intended 

for the BS so that the BS can utilize those for cluster 

formation and CH panel selection. The designer can use 

a suitable normalization function to compute the 

cumulative credit point earned by a node considering 

these three non-homogeneous parameters. 

 

Scheduling and MAC Information Computing Phase 

The sensor nodes can be in either of the two states active 

and dormant. Sensor nodes are scheduled for dormant 

state, which is a low-power state. A node in dormant 

state does neither any sensing task nor any relaying task.  

 

The node does state transition from its dormant state to 

the active state as signaled by the BS. BS distributes a 

time-division multiple access (TDMA)- based medium 

access time slot for each of the CH and DCH nodes in 

order to enable communication with the BS. 

 

Operational Phase 

During this phase, actual sensory data transmissions take 

place. The sensor nodes forward data toward the CH 

node according to their respective medium access time 

slots. The CH nodes remove the redundancies in the data 

sent by the sensor nodes by the process of data 

aggregation and finally forward the aggregated data 

toward the BS as per the communication pattern 

distributed by the BS. DCH nodes do only cluster 

management tasks such as monitoring the mobility of the 

nodes and exception handling. Normally, they do not 

take part in data sensing and data forwarding tasks, but 

they do data forwarding under exceptional 

circumstances, which is described in the following. This 

phase, i.e., operational phase, has the longest time 

interval in comparison with the other afore mentioned 

phases. 

 

Exception Handling Phase 

This phase is an occasional one. Due to the node 

mobility and the sudden death of some sensor nodes, the 

CH node may lose enough links with its cluster 

members. This may significantly degrade the throughput 

level in terms of packet delivery at the BS. Under this 
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situation, the BS may send feedback to the CH, and the 

CH then checks the current connectivity with its cluster 

members. If there is significant loss of connectivity with 

its cluster members, then the CH is asked to relinquish 

the charge of cluster headship, and a new one is selected 

either from the CH panel or one from within the two 

DCH nodes already selected. If a DCH node becomes the 

CH (as shown in Fig. 3), another node from the CH panel 

is selected by the BS as the DCH. We consider this as the 

first exception condition. These condition may be the 

link failure between the CH and the DCH. This link is 

not required all the time. However, if this link is not 

available at the time of need, either party, i.e., CH or 

DCH, informs the BS.  

 

Then, the BS checks and compares the geographic 

locations of both CH and DCH. The BS selects a new 

suitable DCH from within the CH panel if it finds that 

there is no chance of return of the current DCH node to 

the proximity of the CH node. The third exception 

condition is as follows: the CH may lose the link with the 

next hop in its communication pattern toward the BS. 

This is a critical situation, and the CH becomes unable to 

transmit data toward the BS. Then, the CH requests the 

DCH nodes to inform if it has a route available toward 

the BS. If such a route is available, then data packets 

follow the route through one of the two DCH nodes 

toward the BS. This process goes on until the next hop in 

the communication pattern of the CH becomes available 

or the BS distributes a new communication pattern to the 

CH for routing. 

 

Algorithm 

 

 

 
 

Iterative filtering algorithm: 

Using the above algorithm Cluster head and deputy 

cluster head is selected, but Data from multiple sensors is 

aggregated at an aggregator node which then forwards to 

the base station only the aggregate values. At present, 

due to limitations of the computing power and energy 

resource of sensor nodes, data is aggregated by 

extremely simple algorithms such as averaging.  

 

However, such aggregation is known to be very 

vulnerable to faults, and more importantly, malicious 

attacks [1]. This cannot be remedied by cryptographic 

methods, because the attackers generally gain complete 

access to information stored in the compromised nodes.  
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For that reason data aggregation at the aggregator node 

has to be accompanied by an assessment of 

trustworthiness of data from individual sensor nodes 

Such an algorithm should have following feature. 

 

The algorithm should also be robust in the presence of 

non-stochastic errors, such as faults and malicious 

attacks, and, besides aggregating data, such algorithm 

should also provide an assessment of the reliability and 

trustworthiness of the data received from each sensor 

node. The main goal of data aggregation method to 

gather and aggregate data in any energy efficient manner 

so that network lifetime is enhanced. 

 

Trust and reputation system have a significant role in 

supporting operation of a range of distributed systems 

from wireless sensor networks and e-commerce 

infrastructure to social networks, by providing an 

assessment of trustworthiness of participants in such 

distributed systems. A trustworthiness assessment at any 

given moment represents an aggregate of the behaviour 

of the participants up to that moment and has to robust in 

the presence of various attacks and malicious users.  

 

There are number of incentives for attackers to 

manipulate the trust and reputation scores of participants 

in a distributed system. The main target of the malicious 

attackers are aggregation algorithms of trust and 

reputation systems. Iterative Filtering algorithms are an 

attractive for WSNs because they solve the data 

aggregation and data trustworthiness assessment using 

single iterative procedure. Such trustworthiness estimate 

of each sensor is biased on the distance of the readings of 

such a sensor from the estimate of the correct values, 

obtained in the previous round of iteration by some form 

of aggregation of the readings significantly differ from 

such estimate are assigned less trustworthiness and 

consequently in the aggregation process in the present 

round iteration their readings are given a lower weight. If 

the attackers have a high level of knowledge about the 

aggregation algorithm and its parameters, they can 

conduct the sophisticated attacks on WSNs by exploiting 

false data injection through a number of compromised 

nodes.  

This paper presents a new sophisticated collusion attack 

scenario against a number of existing IF algorithms 

based on the false data injection. In such an attack 

scenario, colluders attempt to skew the aggregate value 

by forcing such IF algorithms to converge to skewed 

values provided by one the attackers. 

 

PROPOSED SYSTEM 

The proposed system is mainly to avoid the attacks 

availability on the each sensor nodes reading. An 

improvement is made on iterative filtering technique by 

providing an initial approximation which not only makes 

the algorithm collusion robust, but also faster 

converging. Iterative Filtering algorithms are an efficient 

and reliable option for wireless sensor networks because 

they solve both problems of data aggregation and data 

trustworthiness estimation using a single iterative 

procedure. This algorithm is for robust aggregation along 

with which different collusion attacks are identified and 

avoided in the proposed system. These attacks are 

described by estimating sensor’s error and uses MLE for 

robust aggregation. The trustworthiness of nodes is 

estimated from their data aggregated from them. The 

computational cost is also reduced by the proposed 

method. A Proposed system architecture In the wireless 

sensor network consists of sensor nodes these sensor 

nodes are scattered then deployed environment in the 

network and then to form the cluster ,each cluster has a 

cluster head and then data send to the aggregator node 

before sending base station to verify the data if any error 

in the data then to estimate the value using parameters 

such as bias and variance and also estimate  

 

MLE using iterative filtering algorithm. The proposed 

system architecture view can be shown in Fig 3 
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B. Enhanced Iterative Filtering Algorithm 

IF algorithm is robust against the simple outlier injection 

by the compromised nodes. An adversary employs three 

compromised nodes in order to launch a collusion attack. 

 

It listens to the reports of sensors in the network and 

instructs the two compromised sensor nodes to report 

values far from the true value of the measured quantity.  

 

It then computes the skewed value of the simple average 

of all sensor readings and commands the third 

compromised sensor to report such skewed average as its 

readings. In other words, two compromised nodes distort 

the simple average of readings, while the third 

compromised node reports a value very close to such 

distorted average thus making such reading appear to the 

IF algorithm as highly reliable reading.  

 

As a result, IF algorithms will meet to the values provide 

by the third compromised node, because in the first 

iteration of the algorithm the third compromised node 

will achieve the highest influence, radically dominate the 

weights of all other sensors. Initial test vector based on 

the IF method provide a robust nature of the security 

system.  

 

ALGORITHM 

Do iterative filtering 

{  

If( no. of packets== threshold && 

bandwidth==threshold && hash value is same) 

} 

Do( introduce extra packets into the system) 

{ 

If( node parameters remain same) 

{  

Normal operation; 

} 

Else 

{  

Block the node, and declare it to be malicious 

} 

} 

 

ROBUST DATA AGGREGATION 

A. Robust Data Aggregation Framework Robust Data 

Aggregation model is operates on batches of consecutive 

readings of sensors, proceeding in several stages. In the 

first stage provide an initial estimate of two noise 

parameters for sensor nodes, bias and variance details of 

the computations for estimating bias and variance of 

sensors. A novel approach for estimating the bias and 

variance of noise for sensors based on their readings. The 

variance and the bias of a sensor noise can be interpreted 

as the distance measures of the sensor readings to the 

true value of the signal. In fact, the distance measures 

obtained as our estimates of the bias and variances of 

sensors also make sense for non-stochastic errors. Based 

on such an estimation of the bias and variance of each 

sensor, the bias estimate is subtracted from sensors 

readings and in the next phase of the proposed 

framework, we provide an initial estimate of the 

reputation vector calculated using the MLE as shown in 

Fig 4. 

 

B. Bias Estimation 

All sensors may have some errors in their readings. Such 

error is denoted    as of sensor s and it is modeled by the 

Gaussian distribution random variable with bias bs and 

variance . Let rs denotes the true value of the sensor at 

time t. Sensor readings  can be written as  

 
since there is no true value, the error value of sensor s is 

not to be found. But the difference values of such sensors 

are calculated with the equation given below. Let 

  be an estimator for mutual difference of 

sensor bias. 

 

Let  be the sample mean of the random 

variable and m be the number of readings for each 

sensor. Then the expected value is calculated by 

minimizing the obtained value with respect to the mean 

value and the equation is given below 
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Where  is the variance of sensor from the 

matrix  

 
 

D. Maximum Likelihood Estimation 

The unbiasing sensor readings are extracted and take 

place with help of the bias estimated result which is 

calculated from the above section.After that the variance 

estimated result from equation 4 is considered and the 

extracted unbiasing sensor is used to make the maximum 

likelihood estimation with variance value By 

differentiating the likelihood function the true values are 

obtained and are measured in the form of weighted 

average. It is defined as  

 
Thus it estimates the reputation vector without any 

iteration. Hence the computational complexity of the 

estimation is less than the existing IF algorithms. 

 

E. Iterative Filtering 

For the proposed collusion attack the results from the 

above is considered as an initial reputation for this 

filtering. It estimates the trustworthiness of each sensor 

based on the distance of sensors readings. From this 

process the estimation is made with an initial level itself.  

 

Using this initial reputation the efficiency of the IF 

algorithm is improved and reduces the required number 

of iterations. 

 

Results and Analysis: 

In our experiment, we consider a sensor network of 50 

sensor nodes randomly deployed over a field of 

dimension 210 ×210 m2 area. The BS is located in the 

left side of the sensor field. The radio transmission range 

of the sensor nodes is 50 m. The sensor nodes move in 

random direction with a random value of speed in the 

range of 1–4 m/s. In our simulation, we compute the 

location of each of the nodes after a regular interval of 

120 s.We run the simulation for a period of 1800 s. All 

nodes are assumed to have equal amount of initial 

energy. The initial energy in each sensor node is 

considered to be 10 J. It is considered that the sensor 

nodes use different power levels in order to transmit data 

packets across different physical distances. 

 

The sensor nodes are considered to be constant bit rate 

source. In one set of simulation, the nodes generate 

report only at a single rate such as 1 or 2 report/s. Each 

report consists of 64 B or 512 b. We assume a packet 

drop probability in the range of 0.0–0.2 at each 

intermediate hop.We measure the throughput after every 

300 s and finally compute the average throughput after 

1800 s of simulation. 
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CONCLUSION 

In this paper, we have proposed an energy-efficient and 

reliable routing protocol for mobile WSNs. The proposed 

protocol is hierarchical and cluster based. Each cluster 

contains one CH node, and the CH node is assisted by 

two DCH nodes,which are also called cluster 

management nodes. We analyze the performance of the 

proposed protocol through simulations and compare with 
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M-LEACH. The proposed protocol outperforms M-

LEACH in terms of lifetime and throughput. In the 

proposed protocol, the throughput improvement is 15% 

on average over M-LEACH. Such a routing protocol is 

useful when the sensor nodes and the BS are mobile.  

 

And to estimate the trustworthiness of data aggregated 

iterative filtering algorithm is utilized Furthermore, this 

have a novel data collection technique from the sensor 

reading data in the presence of the collusion attack and it 

prevents from the sensor faults. The whole performance 

will be evaluated in terms of time consumption. It makes 

the IF algorithms not only collusion robust but also gives 

more accurate and faster. 
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